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4. Species and interactions 

AE Eycott & A Jentsch (editors) 

 

Impacts of climate change on ecosystems and their functioning are, to a large extent, mediated 

through the impacts on and responses of the living organisms in the ecosystem. Climate change can 

be expected to have direct effects at all levels of biological organisation, with interactions 

(competition, mutualism, predation, decomposition, etc.) leading to often complex indirect impacts 

(e.g. Lurgi et al., 2012; Millon et al., 2014). Understanding how organisms, individually and in 

interaction with each other, are affected by and feed back to changes in the Earth system, is 

therefore an important research challenge.  

Monitoring species and interactions is the key to understanding the processes that drive changes in 

taxonomic and functional biodiversity, which underpins ecosystem functioning and biodiversity 

conservation value. In this chapter we provide guidance on quantifying the consequences of climate 

change for a broad range of organisms and ecological processes, across levels of organisation, 

through experimental or observational approaches. Many of the methods discussed are suitable for 

experimental or observational approaches to other global changes, for example to nutrient 

manipulation experiments or CO2 enrichment studies but we focussed on methods appropriate at 

scales of tens to hundreds of centimetres, with a preference for repeatable types of measurement. 

The majority of the protocols are about plants as they comprise the majority of biomass in most 

terrestrial ecosystems and their sessile nature means that exposure to treatments is consistent 

(Moise & Henry, 2010). The remaining protocols are on first-order plant-animal interactions that 

mediate changes in vegetation dynamics following climate – and other global-change drivers. 

At the level of populations, we cover vital rates such as reproduction, recruitment, growth, 

mortality, and phenology, as well as the overall impacts on the dynamics and growth rates of 

populations. At the community level, we provide guidance on the assessment of impacts on plant, 

invertebrate, and microbial species composition, abundance, and biodiversity, as well as on seed 

banks and propagule rain. With regards to species interactions, we cover pollination, vertebrate and 

invertebrate herbivory, and pathogens. We also provide a short motivation for and link to the plant 

traits protocol handbook (Pérez-Harguindeguy et al., 2013). This chapter does not cover organism 

responses at the individual level, which are, to some extent, dealt with in chapter 5 on Stress 
physiology. 
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4.1 Sexual plant reproduction 

Authors: Gillespie MAK1, Hegland SJ1 

Reviewers: Töpper JP2,3, Muffler L4,5 

 

Measurable unit: various (see below); Measurement scale: plot; Equipment costs: €; Running costs: 
€; Installation effort: low; Maintenance effort: low; Knowledge need: low; Measurement mode: 
manual  

Plant reproduction refers to an individual plant’s ability to produce offspring and can be vegetative or 

sexual. Vegetative reproduction is considered elsewhere (see protocol 4.3 Plant demography), and 

this section considers only reproduction via flowers and seeds. Reproduction via flowers and seeds is 

important for many plant species, even those capable of vegetative or clonal regeneration, because it 

allows the introduction of genetic variation and thus adaptation to and colonisation of new areas 

(Baskin & Baskin, 2014). A major issue for sexual plant reproduction today is the so-called pollinator 

crisis, with suggestions that the abundance and diversity of (mainly insect) pollinators have been 

strongly reduced in many areas of the world due to various types of global change (e.g. Biesmeijer et 

al., 2006; Potts et al., 2010). Plant sexual reproduction is also directly affected by climate change 

through different pathways. For example, various aspects of plant reproduction are likely to be 

sensitive to changing temperatures including flower size, flower number, seed set, seed size, seed 

number, and fruit to flower ratio (Arft et al., 1999; Liu et al., 2012; Meineri et al., 2014), as well as 

nectar and pollen production (Scaven & Rafferty, 2013). There are also documented impacts of 

elevated carbon dioxide and altered precipitation patterns on plant physiology, which can further 

affect reproductive fitness positively or negatively (Erhardt & Rusterholz, 1997; Jablonski et al., 2002; 

Reyer et al., 2013). These aspects of reproduction can be incorporated into protocols for 

observational or experimental climate-change studies, but could also be investigated as part of other 

global-change drivers. For example, plant sexual reproduction and plant–pollinator interactions can 

be affected directly and indirectly by nitrogen deposition (Hoover et al., 2012). Changes in these 

reproduction variables can have important impacts on community dynamics, as declining 

reproductive success of some species, and improved success in others, is likely to affect community 

composition. In particular, changes may have a cascading impact on animal populations that rely on 

flowers, seeds, or fruits. Pollinators may be affected by changes in flower number, flower size, 

nectar, and pollen amount and quality (Scaven & Rafferty, 2013). Seed and fruit consumers, including 

humans, will be impacted by the size, quantity, and quality of their food. 

 

4.1.1 What and how to measure? 

It is initially important to define what constitutes an “open” flower or inflorescence before beginning 

measurements, because plants open and wither their flowers gradually. There is little available 

information to construct a consensus on this, but we suggest that a flower is considered open if an 

insect pollinator can access the nectaries or stigma/anther (insect-pollinated plants) or that stigma 

and anthers are exposed (wind-pollinated plants) so that reproduction can take place. For some 

types of flowers it will be difficult to study a single flower and the study unit will then be the 

inflorescence. When counting or measuring seeds and fruits, it is important that they are ripe or 

mature, or that mature and immature individuals are differentiated and counted separately. For 
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example, Pato & Ramón Obeso (2012) counted Vaccinium myrtillus seeds that were mature (“filled 

and large”) and aborted (“unfilled and small”) separately. The bewildering array of seed and fruit 

forms in nature precludes a comprehensive review of benchmarks here, but we suggest that efforts 

are made to establish these standards from literature covering the study species before undertaking 

measurements (e.g. Molau & Mølgaard, 1996). More information can also be found in protocol 4.2 

Seed germinability, viability, and dormancy. These definitions are subsequently important to the 

timing of these measurements. Preferably, measurements should be made at frequent intervals (e.g. 

once every 3 to 7 days) during anthesis, but if this is not practical, single measurements should be 

made at peak flowering. If the plant species exhibit more than one flowering periods or peaks, the 

same measurements should be made for each period. If this is not possible, it is important to 

reference this in any subsequent reporting. 

A large number of variables can be measured easily, but these are likely to depend on the target 

species and research question. For example, the ITEX manual (Molau & Mølgaard, 1996) suggests 

different reproductive response variables for different species, ranging from inflorescence length, 

size of individual flowers, and bulbils per shoot for Bistorta vivipara to number of flowers per plot, 

seeds per flower, and mean seed weight for Dryas octopetala. Despite this variation in measurement 

approach, the common aspects sampled by many studies often include the following (per plot or 

individual): 

• Flower number 

• Mean flower or inflorescence size 

• Nectar produced 

• Pollen produced 

• Mature fruit and/or seed number  

• Mature fruit and/or seed weight 

These variables can allow the calculation of other variables such as seed number per flower, seeds to 

ovule ratio (i.e. seed set), fruit to flower ratio (i.e. fruit set), and cumulative fitness (accumulation of 

traits expressed during a plant’s life; Hargreaves et al., 2014, see below). At the plot level, 

reproductive structures such as flowers, inflorescences, and fruits can easily be counted, and it is 

recommended that these are combined with percent cover estimates of flowers. However, this 

method may result in the underrepresentation of less common species. It may therefore be 

preferable to mark up to 20 plants, genets, or ramets per plot for each of the most common species 

as recommended by ITEX (Molau & Mølgaard, 1996) and count the number of reproductive 

structures per individual. Plot size will therefore be relative to the size and density of the target 

species. Alternatively, some counts can be conducted at the plot level, in which case we recommend 

plot sizes of 0.5 m2 for dominant forbs and low-growing shrubs (e.g. Baude et al., 2016), 1-4 m2 for 
sparser or larger vegetation (e.g. Gillespie et al., 2017), and up to 0.25 ha for trees (Carrer et al., 

2018). In addition, fruits, seeds, seed heads, catkins, capsules, or other seed structures can be 

collected for weighing, dissecting, and counting at the laboratory. Fruits can be collected in small 

plastic zip-lock bags if freezing or refrigerating (Pérez-Harguindeguy et al. 2013), otherwise these and 

seeds/seed structures can be collected in paper bags. Between collection and further processing, 

fruits can be kept frozen in plastic bags (for longer periods) or at room temperature in paper bags 

(e.g., if germination experiments are to be conducted; see Molau & Mølgaard ,1996), and seeds can 

be kept in a dry place at room temperature for two months (Molau & Mølgaard, 1996). Nectar and 

pollen production requires slightly more time and effort. To sample nectar, flowers should be bagged 
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with fine mesh for 24 hours to allow the nectaries to fill without being depleted by insects (Figure 

4.1.1 left). Nectar should then be extracted using microcapillaries (Figure 4.1.1 right) or rinsing 

techniques before being analysed for sugar content with a refractometer modified for small volumes 

(Baude et al., 2016). Pollen grains can be counted under a microscope and are sampled by collecting 

the anthers of freshly opened flowers (Baude et al., 2016). 

  

Figure 4.1.1 Nectar sampling. An Erica cinerea ramet enclosed in a net bag to exclude insect pollinators (left). Extracting 
floral nectar using a microcapillary pipette (right). Photos: Mathilde Baude. 

 

When plants are exposed to treatments or repeated observations the individual plants or flowers, or 

plots, need to be mapped and tagged for resampling or for later collection of reproductive units. 

Individual plants can be marked with metal tags as suggested in Molau & Mølgaard (1996), although 

the authors of this protocol have previously used various other methods such as cut lengths of 

drinking straws or cable ties and colour beads. The method of tagging is not important and is not 

usually reported in studies, but plants should be given individual codes written onto the tag with 

permanent marker or be assigned a colour-coding scheme. Note that it can be difficult to find 

markings later in the season in locations where the vegetation is likely to grow significantly. Large 

herbivores may also remove markings accidentally, so researchers should consider whether it is 

appropriate to erect plot, block, or site fencing. At the plot level, metal tubes can make useful 

markers as they can be inserted into the soil for later recovery with a metal detector if aboveground 

markings may be disturbed by herbivory, trampling, or other factors. They can also serve as corner 

holders for frame quadrats. Alternatively, plastic tubing can make suitable plot markers (e.g. Cooper 

et al., 2011), although they tend to be attractive to grazing animals. 

Interpretation of the variables covered here is straightforward. The variables can be interpreted as 

the reproductive effort of a plant (e.g. Arft et al., 1999; Lambrecht et al., 2007; Barrett & Hollister, 

2016) or its reproductive fitness (e.g. Marchin et al., 2014; Xiao et al., 2016; Lemoine et al., 2017). 

The figures derived alone will not necessarily be meaningful, but the comparison of these variables 

between treatments or against baseline data can provide a picture of a species’ reproductive fitness 

and differences or changes in reproductive effort. For example, individual plants with relatively more 

and larger flowers or inflorescences, and a higher production of nectar and/or pollen can be 

considered to make a greater reproductive effort because they are more likely to attract pollinators 

and have higher chances of seed production and dispersal. Similarly, those individuals with relatively 

more or heavier seeds can be said to have greater reproductive fitness, because the chances of 

successful reproduction are higher. In some studies spanning numerous sites or landscapes, care 
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should be taken over these interpretations because reproductive variables can vary widely between 

populations and locations (Breza et al., 2012) and with local environmental conditions (Fernández et 

al., 2015). Reproductive variables can also be size dependent within species and populations (Meineri 

et al., 2014). For these reasons, it may be advisable to include covariates such as temperature, soil 

moisture, relative humidity, precipitation, and plant size in any statistical analysis (Meineri et al., 

2014). 

Fitness is a relative measure of reproductive success and can be estimated from reproduction. It is 

used to assess local adaptation among populations from different habitats (Kawecki & Ebert, 2004) 

and a standard response variable in reciprocal transplant experiments and common gardens. It can 

be advisable to assess cumulative fitness (e.g. mean survival probability per population X mean 
number of inflorescences per population; Joshi et al., 2001; Halbritter et al., 2015), which often 

cannot be estimated from the performance of a subset of life stages (e.g. number of flowers or seed 

set; Hargreaves et al., 2014). A plant can, for example, produce flowers and seeds, but the seeds are 

not fertile. 

 

Where to start 

Arft et al. (1999), Molau & Mølgaard (1996), Reyer et al. (2013) 

 

4.1.2 Special cases, emerging issues, and challenges 

If the aim of the study is to assess the importance of animal pollination to sexual reproduction it may 

be important to combine data collection on plant reproduction with assessments of pollinator 

visitation (see protocol 4.12 Pollinator visitation). In addition, for a more detailed insight on the 

importance of pollinators to plant reproduction one should include pollen limitation experiments 

(Burd, 1994; Ashman et al., 2004). By comparing reproductive output from supplemental hand-

pollinated flowers with flowers that receive in situ flower visitation (open-pollinated), one may 

estimate whether female reproduction in a given environment is pollen limited. Comparing bagged 

flowers with open pollinated flowers can further allow an assessment of the importance of 

pollinators in plant sexual reproduction in a given environment. To estimate population and fitness 

consequences of global changes researchers may also need to germinate seeds, for example in a 

seed-sowing experiment (Hegland & Totland, 2007; see protocol 4.2 Seed viability, germinability and 

dormancy), or by performing population modelling (Ashman et al., 2004; protocol 4.3 Plant 

demography). Reproductive data are essential parts of demographic studies and data on seed and 

fruit yields, germination rates, and offspring survival are essential for the construction of 

demographic models. 

Recent work on plant nectar production has investigated the “scaling-up” of plant-level 

measurements to habitat- and countrywide-scale estimates of nectar production. Baude et al. (2016) 

measured the nectar production for 175 common British plant species and modelled the nectar of a 

number of others and combined these values with survey data of plant species cover in a range of 

British habitat types and remotely sensed habitat cover for the entire country. Although the nectar 

measurements were from only two populations at most, the estimates demonstrated the most 

productive habitats and regions in the country. Such upscaling of plant traits could be further 

explored in other habitats and regions and in combination with other variables. Furthermore, a 
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database of such traits could be maintained and added to when additional measurements are 

available for future modelling efforts (Baude et al., 2016). 

 

4.1.1 References 

Theory, significance, and large datasets 

Arft et al. (1999), Baude et al. (2016), Scaven & Rafferty (2013) 

 

More on methods and existing protocols 
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4.2 Seed germinability, viability, and dormancy 

Authors: Eycott AE1,2, Wilfahrt PA3 

Reviewers: Vandvik V2, 4, Tielbörger K5 

 

Measurement unit: proportion; Measurement scale: plot; Equipment costs: €; Running costs: €; 
Installation effort: low; Maintenance effort: low; Knowledge need: low (viability and germinability) 
to high (dormancy); Measurement mode: manual  

Seeds are the sexual regeneration stage of plants. They are a means of plant dispersal in space and in 

time, allowing plants to exploit suitable habitat when and where it is available (Venable & Lawlor, 

1980; Fenner & Thompson, 2005). Seed dispersal in space and in time can also reduce sibling and 

parent–offspring competition (Nathan & Muller-Landau, 2000). We include here all seed-like 

structures, for example, achenes from apomictic plants.  

Seed germination can occur whenever the germination requirements are met, such as suitable 

environmental conditions (i.e. temperature and moisture: some species require rather specific light 

or temperature regimes). However, a seed or dispersal unit lying on the soil may not germinate for 

one of four reasons: i) the seed is inviable because the seed never formed an embryo and is in effect 

an empty case; ii) the seed is inviable because it died at some point; iii) the seed is viable but 

conditions are not suitable for germination; or iv) the seed is viable but dormant, that is, the seed has 

some innate mechanism that inhibits germination under conditions that are otherwise suitable. 

Dormancy is geographically and phylogenetically widespread (Baskin & Baskin, 2014). Dormancy can 

be imposed by external conditions or be an innate property of the seeds themselves, for example via 

an undeveloped embryo or an impermeable seed coat (hard-seededness). It can be broken by, for 

example, light (the red:far-red ratio is particularly important), scarification of the seed coat, 

temperature cycles, or extrinsic chemical signals such as smoke (Keeley & Fotheringham, 2000; Pons, 

2000; Baskin & Baskin, 2014). Some species produce a mixture of dormant and non-dormant seeds, 

the ratios of which may be affected by climate (Wagmann et al., 2012). Other forms of global change 

such as nitrogen deposition can also affect the proportion of dormant to non-dormant seeds (Chen 

et al. 2019).  

Understanding seed viability, dormancy, and germination is important for understanding plant 

community responses to disturbance, population dynamics, and competitive interactions. If the 

dormancy mechanism is known, then the proportion of seeds germinating before and after a 

dormancy-breaking mechanism has been applied can be compared. In the context of climate-

manipulation experiments, changes in the proportion of seeds which are viable can tell us about 

reproductive fitness and changes in the proportion which are dormant tell us about adaptation to 

changing environmental conditions (Ooi et al., 2009; Shetsova et al., 2009; Walck et al., 2011). 

Treatment conditions mimicking a range of climate projections may be replicated either in the 

laboratory (e.g. Ooi et al., 2009) or in the field (e.g. Meineri et al., 2013). The effect of increased 

nitrogen can interact with climate effects: for example, Longas et al. (2016) show that increased 

nitrogen widens the thermal range at which Buglossoides arvensis will germinate. For precise climate 

manipulations, laboratory experiments may be preferred over the imprecise or noisy conditions of 

field sites. In this section we outline methods to investigate in the laboratory whether a seed is alive, 

alive but dormant, or dead. These methods link to protocols on reproductive success (see protocol 
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4.1 Sexual plant reproduction), demography (protocol 4.3 Plant demography), propagule rain 

(protocol 4.7 Propagule rain), and the seed bank (protocol 4.8 The soil seed bank (buried seed pool)). 

 

4.2.1 What and how to measure? 

Seed germinability 

Seed germinability is usually measured using emergence tests. Seeds are sown onto growth medium 

(e.g. 1% agar or moist filter paper) or damp compost, kept in appropriate conditions for germination, 

and the proportion of seeds which produce a radicle is recorded. The number of seeds used for 

germination experiments depends on availability and varies between studies (Hobbie & Chapin, 

1998; Shetsova et al., 2009; Ooi et al., 2014), but numbers around 100 per treatment and species are 

advisable. Experiments of this nature require a good understanding of the behaviour of the seeds of 

your study species and a good deal of forward planning (Thompson & Booth, 1993). Baskin & Baskin 

(2014) provide a list of guidelines for laboratory studies of germination.  

Collect seeds at maturity. How to collect seeds depends on the architecture of the seed-bearing part 

of the target species and descriptions of the plants can be found in floras. The timing of seed 

collection is important and should be done at the time when the seeds have ripened, but ideally 

before they disperse. The outer part of the dispersal unit will often dry out or change colour when 

the seeds start to ripen, particularly for animal-dispersed fleshy fruits. For annuals, biennials, and 

perennials which make seasonal stems, the whole flowering structure or even plant is likely to be 

dying back. For seeds dispersed from capsules, the capsules split open or the seeds start to rattle. For 

seeds that are wind dispersed and have a pappus (e.g. Asteraceae), the inflorescence can be covered 

with netting to prevent the seeds dispersing before collection because dispersal can be very sudden 

and happen immediately after maturity is 

reached (Figure 4.2.1). Add the bag only after 

the flower has been pollinated and begins to 

senesce. In wet areas the seeds can start to 

become infected by fungus if they are covered 

so the bag technique may not be appropriate. 

In species where dormancy is broken by a dry 

or cold season, or by fire, it is possible to 

collect seeds after the dormancy-breaking 

event has passed provided that they are large 

enough to find (or remain on the parent plant, 

e.g. Pinus sylvestris or other serotinous cones; 

Goubitz et al., 2002), but note that some 

mortality may have occurred during that time. 

Check seeds for the presence of an embryo. This is tricky to do non-invasively but seed cases which 

are completely empty shells, or are relatively easily squashed between the fingers in comparison to 

healthy seeds, should be discarded. 

Test and use seeds immediately after harvesting. This is not always possible, for example in the 

middle of a field campaign, in which case the seeds should to be stored under optimal conditions. It 

is important to know the suitable storage conditions for different species as some seeds do not 

Figure 4.2.1 A net bag placed over a flower of Leontodon 
autumnalis to collect seeds. Photo: Deborah Davy. 
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tolerate drying: these are called recalcitrant seeds (this can be checked in Baskin & Baskin, 2014 or 

on the Kew Seed Information Database at http://data.kew.org/sid/). Keep non-recalcitrant seeds 

cool (ideally below 5 °C but at least below 25 °C), air dry, and in the dark. Recalcitrant seeds should 

be kept cool and dark and slightly damp (but not soaking wet). Longer term storage can be attained 

for non-recalcitrant seeds by drying to 5–7% moisture and freezing (Band & Hendry, 1993). 

Check that seeds can imbibe water. If your seeds sit in water without any hint of softening or 

swelling, they may either be dead or be hard-seeded (physical dormancy). If they are physically 

dormant, the coating may need to be broken gently, for example with a needle or some sandpaper 

(Baskin & Baskin, 2014, p. 150). 

Use intact natural dispersal units. This is because the pericarp (parts of the dispersal unit formed by 

the parent plant) first protects the seed, for example from drying out, and second may be rather 

securely attached such that detachment damages the seed. Removing the pericarp can also change 

the germination rate (see Baskin & Baskin, 2014, pp. 12–13 for a list of examples) – which is 

acceptable for viability testing but not for testing germination of the seeds under “natural” 

conditions (Baskin & Baskin, 2014, p. 13). It is of course difficult to access some seeds, for example, 

the fruit of an almond, without removing the tough endocarp but in this case collection and storage 

should be in the natural dispersal units, only removing them when the seed is ready to be tested. 

It is vital that the conditions the seeds are placed under are suitable for their germination and that 

they are given adequate time. Suitable germination conditions can be implied from conditions at a 

site where new individuals of the species are frequent or determined experimentally. These may 

include fluctuations in photoperiod or temperature or both (Thompson, 1993). Regarding duration, 

Baskin & Baskin (2014) caution against running experiments for longer than four weeks, but this 

recommendation relates to finding the dormant proportions and where dormancy could be broken 

by germination conditions. Milbau et al. (2009) monitored their Arctic seeds for 13 weeks and 

Mondoni et al. (2012) incubated alpine seeds for 48 weeks, albeit with a temperature-induced period 

of germination suppression during the experiment. Establishment of maximum germinability (for use 

in population models) takes considerably longer than recording relative germinability (for example, 

for comparing between manipulation treatments). For maximum germinability experiments, decide 

beforehand a length of time during which no new germinations will trigger the end of the 

experiment. Ungerminated seeds can be tested for viability (see below). 

If the mechanism for breaking dormancy is known, then that should be applied before starting the 

germination test. For example, for temperate, high-elevation and high-latitude areas, vernalisation is 

the most common dormancy-breaking mechanism applied – seeds should be kept slightly damp and 

refrigerated for four months (this can be shorter for climates with warm winters; alternatively seeds 

can be gathered after winter). Seeds with a hard coat can be scarified by gently rubbing the seeds 

with medium sandpaper on a flat surface until chips of testa (seed coat) can be seen (Thompson & 

Booth, 1993). Some seeds need to be kept warm and dry (Thompson & Booth, 1993). A fresh seed 

control can be used to determine dormancy fractions (proportion of the seeds that are dormant and 

non-dormant). If the mechanism for breaking dormancy is not known, some caution should be 

applied to subsequent germination data. Determining what kind of dormancy a species has is 

challenging and most probably outside the scope of climate-manipulation experiments, but a 

protocol is given in Baskin & Baskin (2014), along with a table of dormancy type for many species and 

advice on methods for breaking dormancy. 
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Seed viability 

Seed viability is a more specific test of whether the seed embryo is still alive. There are three main 

groups of methods: chemical, physical, and non-invasive. The most common chemical method is to 

expose the embryo to tetrazolium solution. The method works best on large grass and tree seeds, 

but is challenging with very small seeds due to difficulties in handling and visual assessment 

(although not impossible, see van Waes & Debergh, 1986). The seed coat is cut open very carefully 

with a scalpel, without damaging the embryo (practice on spare material). Then 2,3,5-triphenyl 

tetrazolium chloride (usually 0.1–1% w/v) is dropped onto the embryo. If the embryo goes pink or 

red, there is living tissue in the embryo which has reduced the tetrazolium chloride (colourless) to 

formazan (pinkish red) via dehydrogenase enzymes. The International Seed Testing Association 

protocol (ISTA, 2018) is the gold standard for viability tests, but that protocol requires 2500 seeds 

per test. Physical methods involve poking the seed to see if the embryo is fleshy rather than hollow 

inside, although note that some plants produce hard and hollow seeds (Baskin & Baskin, 2014 p. 10). 

It is therefore critical to cut the seed open and examine the embryo under a stereo microscope (see 

Pake & Venable, 1996) and so poking and cutting could be considered the bronze standard viability 

test, although note that the method is destructive and that the structure of the seeds of the study 

species should be studied and understood beforehand. Non-invasive methods such as the use of X-

rays (Foucat et al., 1993; Dell’Aquilla, 2007) are either under development or very expensive and 

outside the scope of this protocol. 

 

Where to start 

Baskin & Baskin (2014) 

 

4.2.2 Special cases, emerging issues, and challenges 

In all cases where material is handled in the laboratory, care must be taken to minimise artefacts of 

the laboratory conditions, such as by accounting for soil temperature differences relative to air 

temperature, or properly replicating the diurnal cycle of light and temperature (Ooi et al., 2009, 

2014). Likely, warming is the easiest global change variable to manipulate, which is appropriate given 

the propensity toward temperature as the dominant control of dormancy and germination (Baskin & 

Baskin, 2014). Germination tests from different treatment populations in identical laboratory 

conditions may fail to account for altered dormancy effects from treatments, but can still capture 

population-level changes in other seed traits that influence viability (Walck et al., 2011). 

 

4.2.3 References 

Theory, significance, and large datasets 

Baskin & Baskin (2014) contains a list of known dormancy types. Seed Information Database at Kew 

Gardens (data.kew.org/sid/) is an extensive source of information on dormancy, dispersal, 

germination requirements, and more. 
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More on methods and existing protocols 

Baskin & Baskin (2014), ISTA (2018) 
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4.3 Plant demography 

Authors: Linstädter A1,2, Töpper JP3,4 

Reviewer: Tielbörger K5 

 

Measurement unit: counts and mm; Measurement scale: plot; Equipment costs: €€; Running costs: 
€; Installation effort: low; Maintenance effort: low; Knowledge need: medium; Measurement 
mode: manual  

Plant demography is the study of population size (abundance) and its underlying parameters. It 

describes the state of a particular population of a species and how this state changes through time 

(Gibson, 2015). Following a population and recording demographic variables for consecutive time 

steps allows us to build population models (Caswell, 2001; Merow et al., 2014a). With these models 

we can study the mechanisms of abundance changes. Key questions for climate-change studies 

would be, for example, “Does the population size decline because of an increased mortality or due to 

a reduced reproduction?” or “Does the population structure change during population decline, i.e. 

are certain plant sizes, ages, or stages declining more than others?” The processes underlying 

changes in population size are called “vital rates” (Franco & Silvertown, 2004). These are survival, 

individual growth, and fecundity (sexual and clonal reproduction). In addition, the classical 

demographic equation also includes immigration and emigration. Such mechanistic insights improve 

our understanding of the ecological processes linking changing environmental conditions to 

abundance responses (Fridley, 2017; Töpper et al., 2018). Climate-change studies providing such links 

through demographic approaches thus contribute to generating more accurate projections of future 

vegetation responses (Pagel & Schurr, 2012; Merow et al., 2014b) and lead to more effective 

measures in mitigation, conservation, and restoration contexts (Elzinga et al., 1998). Studies on plant 

demography and population modelling are particularly well suited to investigate mechanistic 

responses of plant populations to a range of environmental and other global-change drivers and 

changes in these drivers. These can be either observational studies of, for example, climate (Adler & 

HilleRisLambers, 2008; Dalgleish et al., 2011; Nicole et al., 2011; Sletvold et al., 2013; Shryock et al., 

2014; Treurnicht et al., 2016), competition/facilitation (Buckley et al., 2003; Adler & HilleRisLambers, 

2008), fire frequency (Evans et al., 2010), land use (van der Meer et al., 2014; Johansen et al., 2016), 

herbivory (Miller et al., 2009), and nitrogen deposition (Nicole et al. 2011), or experimental studies of 

climate (Pfeifer-Meister et al., 2013; Salguero-Gomez et al., 2013; Farrer et al., 2014; Gornish, 2014; 

Töpper et al., 2018; Cui et al. 2018), competition/facilitation (Olsen et al., 2016), land use (Ehrlén et 

al., 2005; Sletvold et al., 2013), and nitrogen deposition (Farrer et al. 2014, Gornish 2014). 

 

4.3.1 What and how to measure? 

Sampling strategy 

The two cardinal aspects of plant demography (abundance and vital rates) require specific 

consideration when designing the sampling strategy for a climate-change study. As most studies are 

set up in small-stature vegetation such as grasslands, the following sections mainly refer to 

herbaceous and small woody plant species; see section 4.3.2 for specific recommendations for trees 

and large shrubs. A complete census of a plant population is rarely feasible (Gibson, 2015); hence 
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population size and its temporal variation is usually estimated in study plots (Gross, 2002, but see 

Münzbergová & Ehrlén, 2005 for alternatives). The minimum number of individuals required to build 

population models ranges from 300–400 for matrix projection models and down to c. 100 for 

regression-based integral projection models (cf. Ramula et al., 2009). Note that lower numbers may 

also work for rare and/or endangered species for example, under the regression approach, as long as 

the individual regressions can be parameterised appropriately. Usually these numbers cannot be 

accommodated in a single study plot, and hence, the adequate number, size, and minimum distance 

of study plots needs to be determined depending on the size and average density of the study 

species. Large and rare plants require larger plots (or more plots if the study approach restricts plot 

size to a certain limit); the guidelines for the minimum size of plots for aboveground biomass 

estimation (see protocol 2.1.1 Aboveground plant biomass) may be used as a rough guideline for the 

maximum size of demographic study plots within the framework of climate-change studies. As with 

aboveground biomass plots, we recommend a nested plot design (Figure 2.1.1.1a in protocol 2.1.1 

Aboveground plant biomass) or a multi-plot approach (Figure 2.1.1.1b in the same protocol). 

For herbaceous vegetation, plot size ranges from 4 m² for the savanna bunchgrass Stipagrostis 
uniplumis (Zimmermann et al., 2008), over 1 m2 for the perennial forb Plantago lanceolata (Wardle 

et al., 2014), 0.0625 m2 for the small perennial forb Viola biflora (Olsen et al., 2016; Töpper et al., 

2018), and down to 0.04 m2 and 0.01 m² for the small annual forbs Carrichtera annua (Salguero-

Gomez et al., 2012) and Arabidopsis thaliana, respectively (see Figure 4.3.1C). Plots are usually 

randomly chosen, but with the obvious restriction that they need to contain the study species (unless 

“empty” plots are of particular purpose, e.g. when studying invasiveness). Unless one is already very 

familiar with the plant species’ morphology and phenology, as well as with other organisms in the 

habitat (such as herbivores), it is highly recommended to carry out a pilot study for testing the 

efficiency of field methods and for an assessment of the study design (Gibson, 2015). 

When installing the study plots it is important to mark them properly so that plot position is stable 

and easy to retrieve. A good approach is to mark plot corners (see protocol 2.1.1 Aboveground plant 

biomass for details). Aboveground plot tags and individual tags should be replaced immediately 

when discovered to be damaged or removed (e.g. through animal trampling, snow movement, or 

human interference). When studying species that can “move” by means of vegetative growth, it is 

important to deal with emigrants and immigrants properly so as to ensure no bias is introduced. 

Migration can be studied as yet another “vital rate”, but it can also be excluded if not relevant to the 

research question. 

 

Estimating abundance 

Gold standard 

For plant abundance, individuals of the study population are counted in each study plot. 

Bronze standard 

Counting can be challenging for clonal plants; here usually proxies such as cover or presence in sub-

plots are used and they serve as relative measures of abundance (e.g. for comparing climate-

manipulation treatments, see also protocol 2.1.1 Aboveground plant biomass). 
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Measuring vital rates 

The vital rates of survival, growth, and fecundity are highly variable in time and require repeated 

observations of plant populations in the field. They can be assessed from the same study plots used 

for abundance estimation by linking the state of the population in sampling event t+1 to that of the 

previous sampling event t. Please note that other variables such as seed viability and germinability 

also contribute to plant demography. However, these variables do not require a repeated 

observation of plant populations in the field; see protocol 4.2 Seed viability, germinability and 

dormancy for their respective sampling protocols. 

 

Measuring survival 

Gold standard 

The gold standard for measuring survival requires marking individuals and monitoring their fate over 

time. Survival is then measured by re-finding a living individual recorded at the previous sampling 

event. For very dense populations, monitoring all individuals within the study plots might be too 

time-consuming, and a subsample of individuals may be monitored per plot. Note that the total 

population size in all replicate plots of a population (i.e. experimental treatment, gradient level) 

should still reach the recommended minimum number of individuals (see above).  

Keeping track of each individual plant’s identity is critical (Gibson, 2015). This can either be ensured 

by tags or marks placed next to the individual plant (options 1–5 in Table 4.3.1), or by tagging or 

marking the individuals themselves (options 6–12 in Table 4.3.1, where we also give the main 

advantages and disadvantages of the alternative methods). Practical details can be derived from an 

illustration of recommended options (Figure 4.3.1). Another option that could also be combined with 

physical marks is to record individual plants using repeat photography. This approach is particularly 

valuable for plants with a well-defined canopy, such as perennial bunchgrasses (Zimmermann et al., 

2015). It could also be used for tree populations, where aerial photography is preferable. In general, 

it is advisable to note each individual's position by measuring co-ordinates within the study plots 

(Gibson, 2015). This information can be used to create population maps for the study plots: another 

useful way for monitoring individuals.  

Bronze standard 

The bronze standard for survival is performing a census of the established study plots during 

repeated sampling events: a survival rate is then calculated per plot. This census approach is easier 

and less time-consuming than monitoring individuals’ fates: however it does not allow the 

monitoring of individual performance. 

 

Measuring growth 

Gold standard 

Growth is estimated as the change in “developmental state” of surviving individuals from one 

sampling event to the next. The developmental state is described by a state variable, such as 

measures of stage, age, or size, which depends on the species’ life-form and cycle. As plant species 

often lack the well-defined stages found in animals (but see Jongejans & de Kroon, 2005) and age is 
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hard to assess, tracking an individual plant’s size is the gold standard for estimating growth. For 

herbaceous species and small woody species (e.g. bilberry – Vaccinium myrtillus), plant size can be 

estimated via a direct measure of a single trait such as plant height, or the tuft area of bunchgrasses 

(Zimmermann et al., 2015), or rosette area (Jongejans et al., 2011). However, plant size can also be 

estimated as aboveground biomass (dry mass), based on several measured plant traits (Wardle et al., 

2014; Seldal et al., 2017). 

Bronze standard 

Similar to plant abundance, growth can also be assessed more rapidly as average growth per plot. For 

this purpose, changes in a population’s average plant size or biomass are tracked on observation 

plots. For monospecific stands, changes in plot-level biomass can be used to estimate a population’s 

growth rate (see protocol 2.1.1 Aboveground plant biomass for details on measuring aboveground 

biomass). If plant abundance is known for an observation plot, average individual growth rate per 

plot and individual can be calculated. Again, the bronze standard does not typically allow tracking of 

individual performance. In the case of clonal plants though, a plot approach may be the only feasible 

option. 

 

Measuring fecundity 

Gold standard 

Fecundity comprises both sexual and clonal reproduction (but note that clonality can also be 

classified as a separate vital rate; e.g. Töpper et al., 2018). Assessing fecundity thus implies a series of 

measures that links the outcome of sexual and/or clonal reproduction in year t+1, i.e. number and 

size of established recruits (seedlings or clones), to the state variable of individuals present in year t. 
In practice, this usually includes measures of whether or not an individual produces seeds or asexual 

propagules, the number of propagules produced, and the number and size of recruits. This would 

require, ideally, monitoring the fate of seeds or asexual propagules through the consecutive stages of 

the recruitment process, which are emergence, survival, and growth through the growing season and 

survival through the unfavourable season (Zimmermann et al., 2008). Monitoring the individual fate 

of sexual and asexual recruits is very time-consuming, hence we recommend more rapid methods as 

a gold standard. Seedlings should only be counted in study plots. In cases of clonal growth, it might 

additionally be required to note their position on a plot map to be able to separate them from 

eventual clonal recruits at the following census. A seedling’s individual fate commences being 

tracked if they have survived the first unfavourable season (see Wardle et al., 2014; PlantPopNet 

protocol, nd). Similarly, clonal reproduction is best recorded when finding clonal recruits the 

following year. Seed production is often measured indirectly via the number of flowers or fruits and a 

constant describing the number of seeds per fruit. Measurement of plant sexual reproduction is 

more closely described in protocol 4.1 Sexual plant reproduction. 
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Figure 4.3.1 Recommended tags and marks in plant population biology. A: Wooden toothpicks labelled with numbered and 

colour-coded beads on top, placed to the left of individuals of Viola biflora (yellow), V. palustris (blue), and Veronica alpina 

(white and red). B: Labelled plastic stakes placed close to individuals of the perennial bunchgrass Stipagrostis uniplumis 
monitored in a 1 m² study plot. C: Colour-coded thread loops at the rosette base of Arabidopsis thaliana individuals 

monitored in a 1 dm² study plot. D: Numbered, colour-coded plastic rings around the basal stems of Veronica officinalis 

individuals. E: Numbered, colour-coded plastic rings marking clonal segments of the moss Hylocomium splendens. F: Metal 
wire loops labelled with a numbered plastic bead at the rosette base of Plantago lanceolata individuals; one end of the loop 

in place. Photo credits: A, D, F: Siri Lie Olsen; B, C: Anja Linstädter; E: Knut Rydgren.  
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Table 4.3.1 Tags and marks used in plant population ecology with their main advantages and disadvantages, and with recommendations for their use. Options 1–5 are placed next to the plant while 
options 6–12 are placed on the plant. Table modified and extended from Gibson (2015).  

Tag or mark Costs Effort Durability Coding Disadvantages Our recommendation 

1. Toothpicks Low Low Very low Numbered beads  Coding difficult; easily lost For small plants; good for geophytes (Figure 4.3.1A) 

2. Wooden stakes Low Low Low Flags Will rot, markings will fade Not recommended 

3. Plastic stakes Medium Low Low Numbers on stakes or 
flags 

Easily lost (lightweight) For isolated herbaceous plants (Figure 4.3.1B) 

4. Metal stake flags High Low Medium Flags Plastic flags fade and rip 
quickly 

For isolated herbaceous plants 

5. Metal stakes High Low to high Very high Flags; numbers welded 
onto stakes 

Expensive; may be stolen 
due to material value 

For > 5 year studies on herbaceous plants 

6. Thread Low Medium Low Colour coding Difficult to create a loop For small rosette plants (Figure 4.3.1C) 

7. Paint or ink marks 
on leaves 

Low Low Very low Colour coding Can fade or wash off; 
potentially toxic 

Not recommended 

8. Plastic straw 
collars 

Low Medium Low Flags Easily lost Not recommended 

9. Plastic rings Medium Low Medium Numbers; colour coding 
possible 

Not suitable for very small 
plants 

Flexible, durable system for herbaceous plants (Figure 4.3.1D); 
also for clonal plants (Figure 4.3.1E) 

10. Wire loops Medium Medium High Flags Time-consuming to install Durable system; for woody plants (stem), rosette plants (base, 
with rod, Figure 4.3.1F) 

11. Steel or 
aluminium tags 

High High Very high Colour coding; number 
stamped on tag 

Expensive and time-
consuming to install 

Very durable; for woody plants  

12. Paint marks on 
stem 

Low Low Medium Colour or number 
coding 

Can fade or wash off Easily discernible; for woody plants (in combination with metal 
tags) 
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The link between seeds and seedlings has to be established through germination and seed-bank 
experiments (if the species maintains a seed bank), yielding the probability of a seed becoming an 
established seedling at the following census and the probability of ungerminated seeds surviving in 
the soil (e.g. Quintana-Ascencio et al., 2003; Zimmermann et al., 2008; see also protocols 4.2 Seed 
viability, germinability, and dormancy and 4.6 The soil seed bank (buried seed pool)). The specific 
measurements for vital rate estimation vary between species based on their life cycle, the vital rates 
involved, and the chosen state variable. It is thus crucial to understand the life cycle of the study 
species prior to doing a demographic study. Another important consideration to be addressed is 
whether the population is to be measured before or after reproduction (pre-reproduction census v. 
post-reproduction census), as this has crucial implications for the life-cycle graph that underpins 
further analysis of the demographic data (Caswell, 2001). Furthermore, the appropriate number of 
censuses may vary between certain groups of species. While there is usually one census per year for 
perennial plant species, annuals require several censuses per year (e.g. Salguero-Gomez et al., 2012). 
For very short-lived annual plants, such as Arabidopsis thaliana, biweekly visits are appropriate 
(Arany et al., 2005). 

 

Where to start 

Gibson (2015), Gross (2002) 

 

4.3.2 Special cases, emerging issues, and challenges 

Measuring species that exhibit vegetative dormancy. These species constitute a special case in 
terms of life cycle and modelling of demographic data (Lesica & Steele, 1994). Individuals might fail 
to sprout for one or more years before showing up again. In such species, it is impossible to 
determine in the field whether a missing plant is dormant or dead. Monitoring a population for 
several years can yield that information, the necessary time-span being dependent on the maximum 
number of years an individual of the study species can remain dormant. However, at both start and 
end of the demographic study, there will be some years where it will be impossible to distinguish 
transitions out of dormancy from clonal recruitment (start) and transitions into dormancy from 
mortality (end). In long-term studies, the start- and end-years are hence often excluded from analysis 
(Gremer et al., 2012), or unobservable life-states can be statistically modelled (Shefferson et al., 
2001). In short-term studies, usually neither of these approaches are possible and researchers are 
hence forced to make assumptions about whether an unobserved plant is dead or dormant (Olsen et 
al., 2016; Töpper et al., 2018). 

Measuring trees and larges shrubs. Given the temporal and spatial scale of climate-change studies, 
full demographic studies are often not feasible for these long-lived woody species. In the add-on 
protocol to the International Drought Experiment for tall stature ecosystems (IDE, 2016), it is 
recommended to only monitor the dieback and survival of adult trees. However, if a climate-change 
study is specifically set up in vegetation dominated by trees and large shrubs, the gold standard 
would be to additionally measure i) growth and ii) fecundity, i.e. the germination and fate of tree 
seedlings and saplings. Specific options for tagging large woody plants are given in Table 4.3.1. 
Numerous allometric models have been established to estimate the size of trees and shrubs (and, 
hence, growth) based on one or few state variables (see compilation of models by Henry et al., 
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2013). Among these variables, “stem diameter at breast height” (dbh; measured at 1.3 m above the 
ground) is the most prominent one. Although growth is most often measured via annual censuses or 
over longer periods (Malhi et al., 2004), intra-annual measurements are also possible, for example 
with the aid of dendrometer bands (McMahon & Parker, 2015). For tropical trees, a single allometric 
model has recently been established that provides reliable estimates of tree size (biomass) based on 
only three state variables – stem diameter, tree height, and wood specific gravity (Chave et al., 
2014). This model allows the estimation of individual-level and stand-level growth (see protocol 2.1.1 
Aboveground plant biomass). 

Building population models. In addition to simple statistical analysis of demographic variables of 
interest, a demographic dataset addressing the entire lifecycle of a species can be used to build 
population models. The major modelling techniques available for this today comprise “matrix 
models” (Caswell, 2001) for annual and perennial plants and “integral projection models” (Easterling 
et al., 2000) for perennials. Another upcoming method is “integrated population models”, a Bayesian 
modelling approach capable of integrating demographic data from different sources such as field 
trials and museum materials (Kéry & Schaub, 2012). 

 

4.3.3 References 

Theory, significance, and large datasets 

Caswell (2001), Easterling et al. (2000), Henry et al. (2013), Merow et al. (2014a), Rydgren & Økland 
(2002), Salguero-Gomez et al. (2015) 

 

More on methods and existing protocols 
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4.4 Bud dormancy depth 
Authors: Malyshev AV1 

Reviewers: Muffler L1,2, Wilfahrt P3 

 

Measurement unit: days to budburst, proportion of budburst; Measurement scale: plot; 
Equipment costs: €; Running costs: €; Installation effort: low; Maintenance effort: medium to high; 
Knowledge need: low; Measurement mode: manual  

Vegetative bud dormancy is a characteristic of many northern plant species describing a requisite 
cold period for budburst to occur in spring (Harrington et al., 2010). Tracking changes in bud 
dormancy depth allows the determination of the required temperature sums needed for budburst, 
thereby increasing the mechanistic understanding of subsequent phenology changes (Laube et al., 
2014; Olsen, 2014; Pagter et al., 2015). Artificial warming is necessary to quantify bud dormancy 
depth and, when combined with photoperiod manipulation, can also be used to separate effects of 
photoperiod-sensitivity in certain species (Basler & Körner, 2012; Way & Montgomery, 2014; 
Malyshev et al., 2018). The effect of increased temperatures on bud dormancy depth depends on 
seasonality of warming and may increase or decrease bud dormancy depth, which may delay or 
advance budburst, respectively (Kalcsits et al., 2009; Pagter et al., 2015). Temperature-mediated bud 
dormancy changes have been incorporated into bud phenology models (Kobayashi & Fuchigami, 
1983; Schaber & Badeck, 2003; Harrington et al., 2010; Schmitz et al., 2014; Harrington & Gould, 
2015) and can lead to better accuracy in predicting spring budburst. Growing season changes can, in 
turn, be better projected, leading to better estimates of changes in primary productivity. The 
influence of any environmental factor on bud dormancy state can be measured with this method, 
taking samples from a group of studied plants growing under different conditions. 

 

4.4.1 What and how to measure? 

Bud dormancy state and depth can be quantified via destructive measurements across time. Buds 
gradually enter the endo-dormant stage from late summer to autumn (timing is species-specific) 
where dormancy “depth” increases and this inhibition is later broken by species-specific periods of 
cold temperature (Sogaard et al., 2008). Only after this internal inhibition is broken will buds enter 
eco-dormancy where budburst is advanced by warming temperatures, although warm temperatures 
occuring during endo-dormancy may affect budburst, at least in some species (Harrington & Gould, 
2015). Therefore, environmental factors may increase or decrease bud dormancy depth and in turn 
spring phenology depending on the timing of events or manipulations and studied species. In 
addition to the destructive bud dormancy measurements, spring plant phenology can also be 
recorded on individual plants (see protocol 4.5 Aboveground plant phenology) to predict species- or 
community level spring bud burst. 

Dormancy state and depth is estimated from the percentage of buds that burst and the mean time 
required for each bud to burst under optimal growing conditions. Such conditions are termed forcing 
requirements, where a temperature of approximately 20 °C (Dennis, 2003; Cooke et al., 2012) and a 
photoperiod of 16 hours (Balandier et al., 1993; Harrington et al., 2010; Junttila & Hanninen, 2012) 
are considered optimal. Dormancy depth is quantified by the amount of time required for budburst 
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to occur under forcing conditions: the shorter the forcing period, the lower the bud dormancy depth. 
Although breaking of endo-dormancy is a gradual and continuous process, more than 50% budburst 
is generally considered as the point at which bud dormancy is broken (Welling et al., 2004; Anzanello 
et al., 2014). Forcing requirements should be expressed in a standardised way as temperatures vary 
constantly; growing degree days (GDD) can standardise this variation and is calculated as: 

!"" =	%('()* − '(,-2 − '/)01)
34

35
 

where t0 is the starting day of the warming period, t1 is the day at which budburst is observed, Tmax 

and Tmin are daily maximum and minimum air temperature, respectively, and Tbase is a constant 
representing a minimum temperature threshold required for budburst activity (often set at 5 ˚C; 
Polgar & Primack, 2011). Fu et al. (2016) additionally provide functions to calculate growing degree 
forcing units that capture non-linear accumulation of forcing units. 

It is also useful to quantify bud dormancy at two different day lengths (8 h and 16 h are suggested) 
for each plant group at each sampling date to establish the sensitivity of bud dormancy to 
photoperiod, which can reveal non-linear responses to warming (Malyshev et al., 2018). 

 

Where to start 

Balandier et al. (1993), Champagnat (1989), Dennis (2003), Primack et al. (2015) 

 

Method selection and sample size 

Bud dormancy depth can be tested anytime after the terminal buds for next years’ growth, have 
formed, which usually happens between August and September. Leaves, if present, are removed 
from plants, or twig cuttings as described below, prior to measuring dormancy depth. For small tree 
seedlings the best method to test bud dormancy depth involves using whole plants, while for adult 
trees, twig cuttings provide a reliable substitute (Primack et al., 2015). A minimum of five potted tree 
seedlings per treatment per species/ecotype are suggested, although ten replicates are preferable. 
Tree seedlings are transferred to a greenhouse or climate chamber set at the above-mentioned 
forcing conditions. The percentage of budburst is recorded on each tree seedling every two days until 
100 % budburst occurs or no further buds burst for four weeks. Total percentage of budburst, rate of 
budburst (time to reach 50 % budburst), and mean forcing requirement are recorded as parameters 
used to gauge dormancy depth. Budburst and leaf out are detected with the appearance of the first 
distinguishable leaf tip and when a leaf has unfolded, respectively (Li et al., 2003; Basler & Körner, 
2014; Fu et al., 2014; Vitasse et al., 2014).  

Two main methods exist for making twig cuttings of the plants: 1) whole twigs are cut 20–30 cm in 
length (Primack et al., 2015 and references therein) and 2) single node cuttings are cut, having only 
one lateral bud, with cuts approximately 3–5 cm below and 1 cm above the bud (Champagnat, 1989; 
Sønsteby & Heide, 2014). Ten replicates of twig cuttings from at least three different individuals per 
species are suggested. Method 1 is preferable to mimic field conditions as closely as possible if time 
is not an issue (up to 3 months for species developing deep dormancy), and gives a more realistic 
estimation of dormancy depth. Method 1 is also advised when leaf development is to be observed to 
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completion (compared to timing of budburst alone) as the smaller twig segments in Method 2 may 
contain insufficient resources (e.g. sugars) for prolonged leaf growth. Method 2 is used when only 
relative (across treatments) warming-induced changes in bud dormancy over time is of primary 
interest (Boyer & South, 1989; Champagnat, 1989; Sønsteby & Heide, 2014). 

 

Twig-cutting preparation 

The length and diameter of twig cuttings should be kept similar across species to ensure similar 
resources available for budburst and leaf unfolding. The use of previous years’ shoots is suggested to 
standardise the ages of buds tested. All twig cuttings are placed in deionised water either in large 
containers containing several twigs (Method 1) or inserted into foam/plastic pads floating on water 
(Sønsteby & Heide, 2014; Method 2). Deionised water should be used to standardise trials and twigs 
should be treated with a disinfectant to prevent mould growth during the incubation period (Basler 
& Körner, 2012; Laube et al., 2014). The water must be changed twice a week and the twigs need to 
be recut at least weekly to ensure sufficient water uptake by the cuttings, each time cutting off 0.5–
1 cm from the stem base. Measured parameters mirror those used for whole tree seedlings. 

 

4.4.2 Emerging issues, methods, and challenges 

Changes in the timing of transition between bud dormancy states and their depths as a result of 
climate change will need to be studied to explain the underlying mechanism driving changes in leaf 
phenology. The main challenge in bud dormancy quantification is in reducing the time required to 
determine the bud dormancy depth at a particular point in time. Bud dormancy depth can potentially 
be estimated faster at the expense of being less comparable among plant groups. Here, cell division 
activity of leaf primordia (Cooke et al., 2012) and concentrations of specific hormones and sugars (Li 
et al., 2003; Chao et al., 2007; Basler & Körner, 2014) can be analysed from collected bud/twig 
samples. Furthermore, genetic, epigenetic, and physiological changes have been documented during 
changes in bud dormancy (Rios et al., 2014). Extensive preliminary analyses are required to establish 
precise grading of cell division in different species, with potentially species-specific genetic, 
hormonal, and physiological changes driving bud dormancy. Whether key compounds such as 
abscisic acid (Giraudat et al., 1994) are directly related to the dormancy depth across species is 
unknown but the search for them could be useful to enable faster quantification of bud dormancy 
depth. 

 

4.4.3 References 

Theory, significance, and large datasets 

Champagnat (1989), Chao et al. (2007), Cooke et al. (2012), Harrington & Gould (2015) 

A database on bud dormancy depth of a large selection of species is available for download from: 
https://hdl.handle.net/10355/53250 
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More on methods and existing protocols 

Dennis (2003), Junttila & Hanninen (2012), Malyshev et al. (2018), Sønsteby & Heide (2014), Vitasse 
et al. (2014) 
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4.5 Aboveground plant phenology 
Authors: Halbritter AH1, Gillespie MAK2, Estiarte M3,4 

Reviewers: Wohlgemuth T5, Peñuelas J3,4 

 

Measurement unit: days, growing degree days, counts; Measurement scale: plot; Equipment costs: 
€-€€; Running costs: €; Installation effort: low to medium; Maintenance effort: high (frequent 
recording); Knowledge need: medium (species knowledge); Measurement mode: manual or data 
logger 

Phenology refers to the timing of a species’ seasonal recurrent life-cycle events – the phenophases 
(see Table 4.5.1). Plants living in seasonal environments adjust the timing of their vegetative and 
reproductive phenophases in line with conditions favourable for each activity, be it growth, 
flowering, seed set, or other activity. Co-ordination to promote the optimal timing of each 
phenophase is important for survival, plant growth, and reproduction. Minimising the risk of freezing 
of newly formed leaves and flowers, adjusting leaf senescence to lengthen the active season but 
optimising nutrient resorption before frosts, or adjusting the timing of flowering in animal-pollinated 
plants with the peak occurrence of their pollinators to optimise fertilisation are examples of how this 
timing can be important. Thus phenology can affect demography (Inouye, 2008; Miller-Rushing et al., 
2010; Scranton & Amarasekare, 2017), species distribution (Chuine, 2010), biodiversity and 
community composition (van Vliet et al., 2003; CaraDonna et al., 2014), trophic interactions such as 
plant–pollinator interactions (Thackeray et al., 2016) or outbreak of disease (van Vliet, 2010), and 
alter biochemical cycling (Keeling et al., 1996; Cleland et al., 2007; Peñuelas et al., 2009; Heberling et 
al., 2019). Understanding shifts in the phenology of different and interacting species provides 
researchers with more information to forecast the impacts of climate change on plant communities 
and ecosystem functioning. In Northern Hemisphere temperate and boreal zones, northern range 
limits are caused by the inability to finish fruit maturation and southern ranges are defined by lacking 
cold temperatures (chilling) in wintertime that are necessary to break bud dormancy (Chuine, 2010). 

Plants use environmental cues as seasonal triggers and to control their development. The main cues 
are photoperiod, snow cover, timing of snowmelt, air and soil temperature, soil moisture, 
precipitation, and exposure to cold, which, excluding daylength, are likely to be modified under 
climate change. Consequently, phenology can be used as a proxy to document the effects of changes 
in climate. Over the last few decades, the phenology of many species across taxonomic groups and 
regions has shifted due to climate change (Peñuelas & Filella, 2001; Parmesan & Yohe, 2003; Menzel 
et al., 2006; Cleland et al., 2007; Wolkovich et al., 2012), with many species advancing their 
phenology due to warmer spring temperatures. However, species have reacted in varying ways, 
partly because different species respond to different environmental cues (e.g. Vitasse et al., 2009). 
Plant phenology can also be impacted by other global-change drivers, such as nitrogen deposition 
and elevated CO2 (Cleland et al., 2006; Stevens et al., 2018). 
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4.5.1 What and how to measure? 

Visual phenological monitoring 

Aboveground plant phenology is recorded by dating as accurately as possible the occurrence of the 
phenophases of interest related to the vegetative and/or reproductive events. Here, only 
aboveground phenological events visible to the naked eye are considered; not events that need 
instrumentation to be detected, such as stem and belowground growth or physiological events (see 
protocols 2.1.1 Aboveground plant biomass, 2.1.2 Belowground plant biomass and chapter 5 Stress 
physiology). 

Phenological events are spread across the entire growing season and the data collection can be very 
time consuming. The most commonly recorded phenophases in climate-change studies are the first 
occurrence and maturation of the vegetative and reproductive phenophases listed in Table 4.5.1 (for 
a more detailed description of phenophases in trees see Table 1 in Finn et al., 2007). Phenophases 
can overlap (e.g. buds and flowers); for detailed studies, it is important to record all concurrent 
phases.  

 

Table 4.5.1 The most commonly recorded vegetative and reproductive phenophases in climate-change studies. 

Vegetative phases Dormant winterbuds 

  Breaking leaf buds 

  Green leaves, needles, or rosette visible 

  Stem or shoot elongation 

  Lammas growth (second shoots grown in summer; e.g. Battey, 2003) 

  Senescence / leaf or needle colouring 

  Leaf or needle fall 

Reproductive phases Bud development ceased in autumn 

  Budburst 

  Emergence of petals 

  Open flowers / anthesis 

  Flower withering 

  Fruit / seed maturation 

  Seed dispersal 

 

Defining beforehand when a certain phenophase is reached is important for consistency, especially 
when different species are compared, and different people are involved in the data collection. For 
example, flowering is generally defined when the petals are open, revealing the reproductive 
structure and the flower is ready to be pollination (if insect pollinated). Some species produce a 
single flower, while others produce several flowers together in a spike or umbel. For plants with a 
more complicated flowering structure, flowering is defined when the first flower on any spike or 
umble is has opened (see Haggerty & Mazer, 2008 for species with different flowering architectures 
and definitions of different phenophases). For large species, phenophases are better defined as a 



Halbritter et al. (2020) The handbook for standardised field and laboratory measurements in terrestrial climate-change 
experiments and observational studies (ClimEx). Methods in Ecology and Evolution, 11(Issue) Pages. 

 

S279 
 

fraction of plant organs reaching a stage, for instance 50% yellow leaves is taken as date for leaf 
senescence, or alternatively, the proportion of branches at a certain stage, i.e. flowers open 
(Morellato et al., 2010). 

Typically, data are recorded for plants within experimental plots and further expressed as plot 
aggregated values, although sometimes records are done at plot or ramet level. Phenological 
monitoring requires repeated assessment of the presence and absence of phenophases (Denny et al., 
2014). Repeatedly recording the presence and absence of different phenophases provides more 
information than recording a single “event” (Diez et al., 2012). From repeated recordings, multiple 
events of each phenophase (e.g. onset, duration, end) can be assessed and extracted. This is also 
useful in habitats with no defined start of the growing season (e.g. tropics), where plants produce 
leaves, flowers, and fruits all year round. 

The duration of the recording period will depend on the level of detail required by the phenophases 
under study and on the specific growth cycle and life form of the investigated species. For example, 
some species flower only for a couple of days, while other species flower for several months (Gentry, 
1974; Opler et al., 1980) and require a different sampling duration and frequency. Ideally, the time 
intervals for phenological monitoring range from every day to once a week, depending on how fast 
species change their phenophases. For example, to accurately detect the onset and end of anthesis, 
recording must be more frequent in species flowering just for a few days than in species with longer 
flowering periods (see above). 

 

Abundance of phenophases 

In addition to the presence/absence of phenophases, it is recommended to record the abundance of 
specific life stages (e.g. number of open flowers for a species), especially for continuous records. This 
is a simple additional effort that provides information on the date of peak events, for example 
number of open flowers, which can be important for pollinators. 

 

Field operation 

For continuous observations, it is important to mark the plots and plants or ramets to make sure the 
same area and individuals are monitored each time. In some systems (e.g. heavily grazed areas), 
fencing might be preferable to protect the plants and monitoring plots from large herbivores. 

 

Interpretation 

Phenophases can be defined temporally as a point in time (i.e. onset or end) or a duration. The onset 
or end of a phenophase can be defined by its mean start date or end date. The duration of a 
phenophase can be defined as the period from the mean start date to the mean end date. The onset 
of a phenophase is one of the most commonly used variables in phenological studies (e.g. Oberbauer 
et al., 2013). However, the onset and end date or duration of a phenophase do not necessarily 
respond in the same way to climate change, suggesting that only focusing on the onset might be 
misleading (CaraDonna et al., 2014). 
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The onset or end date of a phenophase is calculated as the first or last day a phenophase is observed. 
Often, the mean date when the first 10–25% of plants start to flower or budburst is used (Jentsch et 
al., 2009). If the abundance of different phenophases is recorded, the peak of a phenophase can be 
calculated. For this, the date when 50% of the individuals are in a certain phenophase is commonly 
used (CaraDonna et al., 2014; Gugger et al., 2015). 

Phenological dates on their own are often meaningless and it is the comparison between different 
species, treatments, time periods, or across time periods that make them useful. Since changes in 
phenophases are often triggered by environmental cues, it is highly recommended to complement 
the phenological monitoring with continuous meteorological records. The variability in the 
meteorology can be correlated to within- and among- year variations in the phenophases at site level 
and to compare with the sensitivity to experimental treatments (see protocol 1.5 Meteorological 
measurements). The most useful variables to record for phenological monitoring are: air 
temperature, soil temperature, and soil moisture (Carbognani et al., 2016; Theobald et al., 2017). In 
cold environments (i.e. alpine and arctic habitats), the timing of snowmelt should always be recorded 
because it is an important driver that defines the start of the growing season (Körner, 2003). Climate 
data can also be used to calculate the cumulative temperature to reach a phenophase (often as 
growing degree days above a temperature threshold), which is a measure of the temperature 
requirement (i.e. energy) of a species to reach a phenophase. 

To study the phenological response to changes in temperature, often the temperature sensitivity of a 
species is calculated, which is the change of a phenological event (in days) per change in 
temperature, ΔT (Wolkovich et al., 2012). In a climate warming experiment, the temperature 
sensitivity can be calculated as: 

(phenological event datei,warm − phenological event datei,control )/ ΔT 

But see Kenan et al. (2019) for challenges using this simplistic metric for temperature sensitivity and 
a robust alternative. 

 

Where to start 

Denny et al. (2014), Elmendorf et al. (2016), Finn et al. (2007), Haggerty & Mazer (2008) 

 

4.5.2 Special cases, emerging issues, and challenges 

Automated phenological monitoring 

Ground-based, observational phenological monitoring is labour-intensive and expensive and usually 
only applicable at a local scale. It is thus difficult to upscale to the community or ecosystem level. 
More recently, “near-surface” phenological monitoring has been undertaken with automated digital 
cameras (Sonnentag et al., 2012; Brown et al., 2016), which can provide a measure of greenness at a 
broad spatial and temporal scale containing valuable information on leaf phenology (Richardson et 
al., 2007). Digital cameras capture colour changes in the vegetation between green-up and 
senescence colours (red, green, blue, RGB) in the visible spectrum or infrared spectrum (Ide & 
Oguma, 2010; Sonnentag et al., 2012; Nijland et al., 2014). 
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Satellite image-aided analysis and satellite remote sensing measure the reflectance of the vegetation 
from which the normalised difference vegetation index (NDVI) can be calculated. NDVI is an index for 
the green biomass of the vegetation (Tucker, 1979; Gamon et al., 1995) and can be used to measure 
the green-up and senescence at a landscape scale. Ground-based observations and hemispherical 
photography can be used to verify the reliability of satellite data (Schwartz et al., 2002; Karlsen et al., 
2009; Rautiainen et al., 2012; Zhang et al., 2015), and also highlight methodological limitations for 
NDVI data (e.g. noise in the satellite data because of clouds). 

 

Different approaches, challenges, and emerging methods 

A common source of long-term datasets to analyse past phenology are museum specimens and 
historical recordings (MacGillivray et al., 2010; Bartomeus et al., 2011). More recently, citizen-science 
has contributed to the collection of large phenology datasets (e.g. Miller-Rushing & Primack, 2008; 
Crimmins et al., 2009). 

Comparative studies manipulate plants or plots over a short time period (1–4 years) and the species’ 
response in phenology is measured. Such experiments allow direct manipulation of environmental 
variables to help disentangle potentially interacting factors (Rafferty et al., 2013). The limitations of 
such experiments are that they are often accompanied by unwanted or unrecorded side effects (e.g. 
warming can be correlated with a drying effect). 

Alternative approaches are to combine long-term datasets with experimental approaches and/or 
models to provide a more complete picture of species responses to future climate change (Rafferty 
et al., 2013). A useful approach is to systematically replicate experiments along environmental 
gradients to understand the underlying variation of species- and site-specific patterns that many 
studies show (Dunne et al., 2003; Delnevo et al., 2017). More recently, many national and 
international phenology networks (van Vliet et al., 2003; Denny et al., 2014; Elmendorf et al., 2016), 
have developed standardised protocols for phenological observations that allow comparisons across 
species, environments, phenophases, and time. 

Phenology is highly linked with physiology, and interdisciplinary studies combining these two fields 
can improve the mechanistic and evolutionary understanding of phenology (Forrest & Miller-
Rushing, 2010). To study the effect of climate change on plant–pollinator interactions (e.g. 
Bartomeus et al., 2011; Rafferty & Ives, 2011; Kudo & Ida, 2013; Gillespie et al., 2016), data from 
broad species networks are required, i.e. counting the number of insect visits to flowers (also see 
protocol 4.13 Pollinator visitation). Setting up such networks is time consuming and species 
identification skills for both plants and insects are needed. It is also challenging to combine species 
networks with climate manipulations, because animals are mobile and use a larger spatial area 
compared to plants. A useful supplement to phenological studies, is to investigate the consequences 
of changing phenologies on plant fitness (i.e. quantify survival and/or reproductive output; see 
protocol 4.1 Sexual reproduction) at the population level (Miller-Rushing et al., 2010; Kudo & Ida, 
2013; Forrest, 2015), which could improve our understanding of potential future species 
distributions. Finally, phenological data are often sparsely and unevenly sampled, there are 
uncertainties around observations (e.g. the exact date a flower opens is not captured), and 
forecasting phenology is affected by multiple factors. Novel approaches and statistical methods from 
other fields can provide more robust tools to analyse phenological data (Diez et al., 2014; Pearse et 
al., 2017). 



Halbritter et al. (2020) The handbook for standardised field and laboratory measurements in terrestrial climate-change 
experiments and observational studies (ClimEx). Methods in Ecology and Evolution, 11(Issue) Pages. 

 

S282 
 

 

4.5.3 References 

Theory, significance, and large datasets 

More on theory: Hudson & Keatley (2010); Large data sets such as the European Phenology Network: 
van Vliet et al. (2003) and the USA National Phenology Network: Schwartz et al. (2012) 

 

More on methods and existing protocols 

Beuker et al. (2016), Denny et al. (2014), Elmendorf et al. (2016), Haggerty & Mazer (2008), Law et al. 
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4.6 The soil seed bank (buried seed pool) 
Authors: Vandvik V1, Eycott AE2,3 

Reviewers: Tielbörger K4, Wilfahrt P5 

 

Measurement unit: number of seeds m-2 or m-3; Measurement scale: plot; Equipment costs: €; 
Running costs: €; Installation effort: medium; Maintenance effort: high; Knowledge need: high 
(seedling identification skills); Measurement mode: manual  

When mature and viable seeds reach the soil surface, germination may either take place immediately 
or be delayed for a shorter or longer period of time. If germination is delayed for an extended time, 
the seeds on or in the soils are said to form the soil seed bank (e.g. Fenner and Thompson 2005; 
Baskin & Baskin, 2014). Seeds can enter and persist in the soil seed bank for a variety of reasons, 
chiefly because i) the environmental conditions are not suitable for germination (such as in winter or 
under a drought or dry season when the temperature or water required for metabolic activity are not 
available to the seed), ii) the germination requirements of the species are not met (specific light or 
temperature regimes, etc.), or iii) the seeds are dormant (i.e. they have evolved intrinsic physical or 
physiological mechanisms for delaying germination until the dormancy is broken or lost, which can 
happen either in response to specific environmental cues or as a random process). Depending on 
characteristics of both the species and the environment, seeds can thus remain in the soil seed bank 
for a range of timespans, from very short-lived seeds surviving only a few days via seeds surviving a 
few months allowing them to germinate in a particular season, to seeds surviving in the seed bank 
for years to decades and even centuries. The world record to date of documented seed survival in 
the soil was set when a team of Russian researchers were able to successfully germinate embryos of 
Silene stenophylla excavated from the Siberian permafrost, placed inside a modern seed coat and 
endosperm. The subsequent plants survived to fertile adulthood − the seeds were 30,000 years old 
(Yashina et al., 2012). 

Soil seed banks thus offer plants the opportunity to disperse through time. This has fundamental 
implications for population and community dynamics, as has been recognised by ecological and 
evolutionary theory, and documented in numerous empirical studies. On ecological timescales, seed 
banks represent local “biodiversity reservoirs” that can contribute to local population persistence 
and biodiversity maintenance through temporal storage effects (Chesson & Huntly, 1997; Faist et al., 
2013; Plue & Cousins, 2013), remnant populations (Eriksson, 1996; Plue et al., 2008; Auffret & 
Cousins, 2011), and the maintenance of a functionally diverse belowground species pool available for 
germination in response to environmental variability or change (Kalamees & Zobel, 2002; Dostal, 
2005; Clark et al., 2007; Enright et al., 2007; Måren & Vandvik, 2009; Anderson et al., 2012; del Cacho 
& Lloret, 2012). On evolutionary timescales, seed banks increase the mean generation times of 
populations, thereby affecting the potential rate and even direction of evolutionary change (Brown & 
Venable, 1986; Evans & Cabin, 1995; Evans & Dennehy, 2005). Seed banks allow evolution of risk-
spreading mechanisms such as bet-hedging germination strategies (Cohen, 1968; Evans & Dennehy, 
2005; Ayre et al., 2009; Gremer & Venable, 2014) and contribute to the maintenance of genetic and 
trait diversity within local populations (Cabin et al., 2000; Ayre et al., 2009; Lundemo et al., 2009; 
Mandak et al., 2012), thus providing a potential source of resilience in the face of disturbance or 
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environmental change. As pointed out by Alexander et al. (2012), disentangling the role of seed 
banks in community and population dynamics is essential for our general understanding of basic 
ecological patterns and processes in plant communities. For example, understanding the relative 
importance of “dispersal through time” via seed banks v. long-distance dispersal through space is 
essential for understanding metapopulation dynamics and metacommunity assembly (Vandvik & 
Goldberg, 2006). In this way seed banks can be considered biodiversity reservoirs, containing 
components of the plant community which are not necessarily present aboveground (Vandvik et al., 
2016).  

Persistent seed banks are particularly important in environments that are characterised by 
unpredictable environmental fluctuations, such as, for example, subtropical deserts. In such 
environments, seed dormancy can provide a hedge against extinction during unfavourable years and 
helps to exploit, on average, more favourable conditions (Cohen, 1968). As climate plays such an 
important role in seed production (see protocol 4.1 Sexual plant reproduction), dormancy-breaking, 
and germination (see protocol 4.2 Seed viability, germinability and dormancy), seed banks can be 
expected to respond to climate change. The methods discussed here are also relevant to other kinds 
of global-change experiments or observations (e.g. nitrogen desposition; Plassman et al., 2008), 
including interactions between climate and other drivers such as nitrogen deposition (e.g. Ochoa-
Hueso & Manrique, 2010). 

A number of classification schemes has been developed for seed banks (Csontos & Tamas, 2003) and 
Thompson et al. (1997) pragmatically recognise three main types: transient species where seeds 
typically remain in the soil less than a year before germinating or dying, short-term persistent species 
that remain in the soil for 1−5 years, and long-term persistent species that remain in the soil more 
than 5 years. While these types do not closely match the different ecological and evolutionary roles 
of seed banks described above, there is some relationship (e.g. species with evolutionary adaptations 
involving soil seed banks tend to be long-term persistent). It is worth noting that transient species 
are generally not considered to be part of the soil seed bank sensu stricto and are hence often 
avoided in sampling soil seed banks (see paragraph on timing of sampling). In addition to seed banks 
in the soil, some authors consider ripe seeds still on the parent plant but no longer dependent on the 
parent (serotinous seeds) to also be part of the seed “pool” (Lamont & Enright, 2000). In this 
protocol we only describe methods for sampling soil seed banks. 

 

4.6.1 What and how to measure? 

There are four principal ways of measuring the density and longevity of soil seed banks, each with its 
inherent strengths and weaknesses. Each of them involves some disturbance of the soil in treatment 
plots and so experimental designs must allow adequate space regardless of which method is 
eventually used. In the greenhouse germination method, used in the great majority of soil seed-bank 
studies, seed banks are sampled by taking soil cores of varying depths, treating as necessary to break 
dormancy, and then spreading these soils in trays in a greenhouse under conditions suitable for 
germination. The emerging seedlings are then counted and identified.  

In the major alternative approach, the seed extraction method, the seeds are extracted from the soil 
and then identified to species and counted under a stereomicroscope. In comparative studies, the 
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seed extraction method often reveals more species than the greenhouse germination method (e.g. 
Brown, 1992), which may be due to the failure to provide suitable conditions for germination and/or 
break dormancy in germination studies, but also because the seed extraction method may 
overestimate the seed bank by including dead seeds in the total count (Fenner & Thompson, 2005). 
While the viability problem can be circumvented, for example using a tetrazolium viability test (see 
protocol 4.2 Seed viability, germinability and dormancy), the seed extraction method is relatively 
labour intensive, especially in systems with many small-seeded species, and the method is not widely 
applied.  

Another method is to monitor seedling emergence in situ (e.g. Kadmon & Shmida, 1990; Castillo & 
Stevenson, 2010; Siewert & Tielbörger, 2010; Plue et al., 2017), which may be better than the 
greenhouse method at promoting the germination of specialist species with particular environmental 
requirements and thus gives a more realistic picture of the recruitment potential from the soil seed 
bank (e.g. Plue et al., 2017). The method also allows for larger individual samples. Also, because of 
the high level of realism, the in situ method arguably investigates another life-history transition, 
seedling recruitment, rather than quantifying the size and species composition of the soil seed bank 
per se. These methods require the exclusion of the natural seed rain, however, which may be difficult 
in climate-manipulation studies and may also affect the microenvironment (e.g. netting might incur 
shading and increased moisture), which again might affect germination and survival probabilities. See 
Kadmon & Shmida, 1990 and Siewert & Tiellbörger, 2010 for how this can be achieved in desert 
annual communities.  

A final method is to bury bags of seeds in the soil, and then exhume these after a given time (211 
such studies with a duration ranging from 1−120 years are reported in Fenner & Thompson, 2005; 
see Telewski & Zeevaart, 2002 for the 120- year experiment). While this yields very direct estimates 
of seed longevity in soil, which may be very useful in demographic studies and other species-level 
approaches, it is less suited for assessment of the entire seed-bank community as such, and will 
therefore not be considered further here (see below for alternative approaches to assessing seed 
longevity). 

Recognising the different strengths and weaknesses of these different methods, we follow the major 
practice in the literature (see e.g., Fenner & Thompson, 2005) and recommend germination from soil 
cores as the gold standard protocol for assessing seed-bank density and species composition. We 
also suggest a number of measures such as bulk reduction and careful selection of germination 
(pre-)treatments to reduce dormancy and other issues with this method (ter Heerdt et al., 1996; 
Måren & Vandvik, 2009). The aim of these suggestions is to maximise the representation of the true 
viable persistent seed bank by the sampling. 

Timing of sampling: this depends on the research question, but if you are interested in the persistent 
seed pool (sensu Thompson & Grime, 1979), then sampling should be done after the main seasonal 
germination peak and before the main seed dispersal period. For example, in temperate and boreal 
systems, this generally means that sampling should be done in the early to mid summer, before peak 
biomass (and, crucially, after spring germination peak and before the following autumnal seed 
dispersal peak). If the focus is instead on the range of seeds available at the start of the growing 
season, select the time between the peak of unseasonable conditions (usually dry season at low 
latitudes and winter at high latitudes) and the onset of growing season germination. In that way, 
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species needing a seasonal dormant period, such as vernalisation, have received those conditions, 
reducing the need for dormancy-breaking treatments during sample processing (Thompson et al., 
1997). If this is not practical, it may be necessary to subject the samples to artificially-induced 
conditions reflecting the dormant period (also known as stratification). Samples from damp 
environments should not be completely dry during stratification (Baskin & Baskin, 2014).  

Field sampling of seed banks from the soil − spatial sampling strategy: soil seed banks are 
notoriously patchy (Thompson et al., 1997) and sampling methods should be carefully chosen and 
the resulting data interpreted with this in mind. For studies aiming to achieve a representative 
sample of the seed-bank community, the classical recommendation has been to take many small 
samples rather than a few larger ones (Molau & Mølgaard, 1996; Thompson et al., 1997). The 
number of samples (and total volume) needed varies with the research question and the study 
system, where fewer and smaller samples are needed in systems with higher seed densities (see 
discussion in Thompson et al., 1997). 

Samples intended for direct comparisons with aboveground vegetation data should be taken at a 
grain size and sampling effort comparable to that vegetation, yet published studies typically report 
seed bank sampling area of 1−5% of the corresponding vegetation sampling area (this concerns both 
individual samples and total datasets; Thompson et al., 1997; Vandvik et al., 2016). The species–area 
relationships of the soil v. vegetation are surprisingly similar across scales, regions, and habitats (see 
field data and literature review reported in Vandvik et al., 2016), suggesting that direct comparisons 
of the biodiversity of vegetation and seed banks with unmatched sampling grain sizes are not valid, 
at least not for highly spatially structured data such as species richness. Comparable data for species 
richness can be achieved by increasing sampling effort and grain size for the seed bank to be 
comparable to the aboveground vegetation, but also by sampling the vegetation at a finer gain (i.e. 
nested or sub-plot designs, see protocol 4.8 Plant community composition). These results also imply 
that studies aiming to detect with some degree of certainty all species present in the seed bank 
should use similar grain sizes and sampling efforts (per unit area) as the vegetation. This may prove 
untenable, in many cases.   

For less spatially structured responses such as community composition and some similarity and 
diversity indices (see below), comparing vegetation and seed bank data collected using different 
sampling effort and grain sizes may still be appropriate. It may be necessary to take several small 
subsamples and bulk them together at the plot scale (Figure 4.6.1). For studies aiming to compare 
community composition of the vegetation and seed bank, Plue & Hermy (2012) recommend a 
minimum sample of 3% of a plots’ surface area with subsamples taken along a systematic grid 
covering the whole plot. Samples taken from closer than 30 cm are not independent in composition 
across a range of habitats, and so for sufficiently large plots it will be beneficial to space the 
subsamples at a greater distance than this (Plue & Hermy, 2012). Whatever the sampling strategy, 
the sample should be of a fixed area and depth per site or treatment.  

Sampling depth: the majority of seeds are found in the upper layers, i.e. the upper 2 cm. If the aim is 
to recover as much as possible of the seed bank composition and diversity, it may be more cost-
effective to sample a larger area than greater depths, unless the seed bank of the deeper layers is of 
interest (e.g. for time-series or age estimations; see below). However, for a full description of the 
seed bank, 10 cm is the minimum recommended depth in deep soils: more than 40 cm is most likely 
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excessive (Thompson et al., 1997; Eycott et al., 2006). The depth of a seed indicates how long it has 
been in the soil (although not exactly) and so many seed bank studies keep soil layers separate in 
order to make inferences about the age of the seeds of different species (Figure 4.6.1). Divisions 
could then be: i) 0−1 cm, ii) 1−3 cm, iii) 3−5 cm, and iv) 5−10 cm, as was used in ITEX (Molau & 
Mølgaard, 1996).  

   

Figure 4.6.1 Soil seed bank sampling. Cylindrical metal cores of known dimensions are useful for sampling known depths 
and volumes of soil. a) A stout stick of slightly smaller diameter than the core is being used to gently push the sample out of 
the core, with a handle fitted to the core to ease extraction from the ground. Both these and a rubber mallet can be useful 
for sampling hard or dense soils. b) Cores can be divided into different layers and c) replicate cores can be sampled from 
across vegetation plots and either be combined to a composite sample or kept separate for more detailed spatial analyses. 
Photos: Vigdis Vandvik. 

Lab preparation of seed bank samples: the soil should be passed through a large-grain sieve to 
remove stones, roots, and large leaves and to homogenise the sample (e.g. 2 mm sieve; Molau & 
Mølgaard, 1996). Use a bigger grid size than the largest reasonably expected seed. Take care to not 
damage the seeds but ensure that all the soil sticking to the roots or stones gets broken up. If 
suitable (e.g. for loamy soils) the sample can then be washed through a small-grid sieve using liberal 
amounts of water (a hand-held shower can be useful) to reduce the bulk sample and concentrate the 
seeds in the sieve (ter Heerdt et al., 1996). Note that, for example, Juncus seeds can be 0.3 mm and 
orchid seeds even smaller, so this sieve should be smaller than the smallest seed reasonably 
expected. In testing this approach, ter Heerdt (1996) found that it greatly reduces soil bulk and 
thereby decreases greenhouse space need and/or increases the original sample volume that can be 
processed. The volume-reduced samples germinated to higher percentages than unconcentrated 
samples, and 81−100% of the seeds remained viable, suggesting the method causes relatively little 
harm to seeds. The samples should then be laid out in a thin layer (< 0.5 cm, because even this little 
soil cover creates uneven environmental conditions and can inhibit germination in light-demanding 
species) over a thick layer of sterile substrate, for example 5 cm of a 1:1:1 mix of sterile peat, potting 
soil, and perlite, as this allows moisture conditions to be kept as constant as possible, thereby 
ensuring seedlings are kept alive until they can be identified (Måren & Vandvik, 2009). Note that 
germination requirements, and therefore optimal conditions for seedling emergence, may differ 
between study systems and this should be reflected in the greenhouse protocols (e.g. full light or 
shade; seeds on top of soil or covered by a thin layer of substrate; high, low, constant, or variable 
temperatures or light; high or low moisture). In any case, the conditions should be optimised so as to 
maximise germination in the system at hand (see 4.6.2. Special cases below).  

Greenhouse methods: trays should be placed in random order in a greenhouse and should be 
rotated to new positions at regular intervals (Figure 4.6.2). Control trays of the same sterile substrate 
used for the samples should be randomly interspersed among the samples to control for 

a) b) c) 
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contamination from in and around the greenhouses, for example airborne seeds arriving via 
ventilation systems (Eycott et al., 2006). The greenhouse light and heat regime should reflect optimal 
conditions for the seeds or for the study system, for example samples from the high arctic should 
have 24-hour light, while for alpine and low arctic sites 16−18 h has been used (Molau & Mølgaard, 
1996). The Handbook of Field Sampling Protocols for Biodiversity Indicator Monitoring (James Hutton 
Institute, 2011) suggests between 15 and 18 °C for 12 h for samples from temperate regions. 

Visit the samples regularly and uproot seedlings as soon as they can be identified (manuals of 
seedling identification are available for some ecosystems, e.g. Muller, 1978; Garwood & Tebbs, 
2009). Species which need to flower in order to be identified should be moved into new pots so as to 
not inhibit further germination (Figure 4.6.2). The amount of time for which the samples should be 
kept depends on the germination ecology of the component species and how important it is to 
capture infrequent species. Ter Heedt et al. (1996) found that with their sieving method, 95% of 
seeds from temperate marshland had germinated within six weeks, whereas a study in temperate 
mixed old-growth forest observed new species emerging after three years (Jaroszewicz, pers. 
comm.). In a greenhouse without artificial lighting, a year will permit all species with day length-
related germination requirements to have the opportunity to germinate. In reality, whilst longer is 
probably better, many studies will be constrained instead by logistical limitations. 

Data reporting and calculations: the data should be reported in seeds per species per m2 or m3, and 
information about both the total m2 and total m3 sampled (i.e. sampling area and sampling depth) 
and the grain and extent (subsample spatial sampling design; sample mixing) should be reported. 
Data on species composition and various similarity and diversity indices can be calculated from these 
data.  

  

a) b) 
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Figure 4.6.2 Soil seed bank sample processing. a) Sieving to remove large stones and roots. b) Laying out samples as evenly 
as possible. It is usually necessary to move samples around regularly, even in well-lit greenhouses. c) Seedlings are removed 
and the roots brushed gently so that other seeds are not carried on the roots. d) Individuals which cannot be identified to 
species from the seedlings must be carefully transferred to new pots to avoid shading out other germinating individuals. 
Photos: Vigdis Vandvik. 

 

Where to start 

Ter Heerdt et al., (1996), Måren & Vandvik (2009), Molau & Mølgaard (1996), Plue et al. (2012), 
Thompson et al. (1997). 

 

4.6.2 Special cases, emerging issues, and challenges 

Special cases for particular environments – this is not an exhaustive list 

● Wetland samples may need to be placed in troughs to support inundation-demanding 
species, but that may also inhibit others (Poiani & Johnson, 1988). 

● Soil seed bank samples from in the polar desert need only be very shallow – even only 1 cm 
(Molau & Mølgaard, 1996). 

● Annual plant communities, such as from agricultural fields or deserts, have particular 
challenges and opportunities and may need to be sampled and analysed in different ways 
(see Kadmon & Schmida, 1990; Siewert & Tielbörger, 2010). 

● Some seeds, particularly tropical forest trees, are recalcitrant – they do not tolerate drying, 
so the samples should not be allowed to get dry (moisture content of seed below 30%). 
Tropical tree seeds can also be very large and so may need hand-selecting at the sieving 
stage.  

c) 

d) 
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● There are relatively few tropical seed-bank studies in the same way as there are relatively 
few tropical climate-manipulation studies. See Garwood (1989) for a review, updated for 
forests by Esaete et al. (2014, Appendix 1). 

● If the mechanisms by which seed dormancy is broken are unknown or difficult to reproduce 
experimentally, one option is to store the freshly produced seeds under field conditions 
during the unfavourable season (e.g. winter or dry season). This can promote dormancy 
breaking by the natural cues. 

 

4.6.3 References 

Theory, significance, and large datasets 

Thompson et al. (1997), Vandvik et al. (2016) for a review of seed bank species-area relationships. 

 

More on methods and existing protocols 

Plue & Hermy (2012), Plue et al. (2017) for a review of sample sizes and spacings 
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4.7 Propagule rain 
Authors: Eycott AE1, Wilfahrt PA2 

Reviewers: Vandvik V1,3, Tielbörger K4 

 

Measurement unit: number of seeds m-2yr-1; Measurement scale: plot; Equipment costs: €; Running 
costs: €; Installation effort: low to medium; Maintenance effort: low to medium; Knowledge need: 
high (seed identification); Measurement mode: manual  

Propagule rain (also called seed rain) is the supply of plant propagules to a local area over a given 
time. Propagule rain is a critical component of plant demography, community, and metacommunity 
dynamics. It is linked to changes in diversity (Vandvik & Goldberg, 2005), plant eco-evolutionary 
trade-offs (Mouquet et al., 2004), rates of migration and range expansion (Lockwood et al., 2009), 
and the colonisation and invasion of habitats (Levine & D’Antonio, 1999).  

In this protocol we describe methods to quantify the propagule rain. A combination of input of local 
propagule production and dispersal from off-site locations is considered, because separating these is 
notoriously difficult. We distinguish between propagule rain and soil seed bank measurement as 
their methodology for detection is distinct (see protocol 4.6 The soil seed bank (buried seed pool)). 
Quantifying propagule rain may help explain shifts in population demographics or community 
composition by defining the potential of species to recruit new genetic individuals. This has clear 
application within the context of climate-change studies and may be relevant to other global-change 
studies but is rarely included in study designs. Propagule rain is a process likely to be affected by 
experimental infrastructure such as open-topped chambers or CO2 blowers as they affect wind speed 
(e.g. Fuhrer 1994) but we are unaware of any measurements of this effect. 

 

4.7.1 What and how to measure? 

There are two broad types of methodology for detecting propagule rain. First, there are seed trap-
based options where seeds are intercepted at or just above ground level, removed, and identified. 
Trap-based methods can be used in vegetation types (e.g. forests) where destruction of the 
vegetation is not feasible or the source of the germinating propagules is not of interest. Sticky traps 
favour wind-dispersed seeds and expose seeds to predators and rainwash: they are occasionally used 
but not recommended (Kollman & Goetze, 1998; Chabrerie & Alard, 2005). Second, there are various 
ways to expose a seed-free substrate to the seed rain upon which you monitor emergence of 
seedlings in situ. This has the advantage of monitoring germination as it would occur under local 
conditions, but the disadvantage of causing greater disturbance to experimental plots. A “special 
case” method developed by Kadmon & Shmida (1990) and Siewert & Tielbörger (2010) can 
distinguish between propagule sources (local v. non-local propagule origins) and it can identify the 
actual consequences of seed rain for population dynamics, but is destructive and only suitable under 
particular circumstances (strictly annual species). 

Seed traps 
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Excluding the non-recommended sticky traps (see above), there are two common designs for seed 
traps: mats and funnels. Whichever you use, the traps should be exposed throughout the whole 
season of seed dehiscence, with regular checking and cleaning. 

The use of mats is more common in grassland and dwarf shrubland. Plastic doormats with ~1 cm 
tines are placed under the vegetation and the seeds which are caught in the tines are removed and 
recorded (Figure 4.7.1, Figure 4.7.2). Mat size varies from 25 x 25 cm to match vegetation recording 
plot size (Boixaderas, 2012) up to 50 x 80 cm to maximise trapped material (Birks & Bjune, 2010). To 

dislodge the seeds, the mats may be 
tapped with a hammer in the field 
(Molau & Mølgaard, 1996) or flushed 
with a shower attachment if the mats 
are removed to a laboratory. 
Particular care must be taken to 
dislodge seeds bearing hooks or awns. 

In forests, seed traps made of funnels 
with mesh bags at the base are more 
common, and can be very efficient 
(Chabrerie & Alard, 2005). Litterfall 
traps can be used for this (see the ICP 
Forests litterfall protocol; 
Ukonmaanaho et al., 2016, although 
this may collect a very large sample 
for sorting, p. 8). Funnels have to be 

set below the vegetation layer of 
interest: for low-growing vegetation 
which potentially involves destructive 
digging in order to place the trap 

below ground but for trees it is effective. Funnels catch more seeds than horizontal rough surfaces 
such as mats (Johnson & West, 1988). 

 Funnels catch more seeds than horizontal rough surfaces such as mats (Johnson & West, 1988). 

Unless a reference collection is already available, it is recommended to make one from local 
specimens of confirmed identity (Molau & Mølgaard, 1996). Lay the samples out to find the seeds: it 
is recommended to lay them out on dark paper or cloth (Molau & Mølgaard, 1996). A 
stereomicroscope is necessary to identify seeds. Many of the seeds may be dead or empty and 
should be omitted from the count; see protocol 4.2 Seed viability, germinability and dormancy for 
methods to test viability. 

Monitoring seedling emergence on a seed-free substrate in situ 

In the simplest form of this type of method, a deep layer of turf is extracted and inverted so seed-
free soil becomes the top layer (e.g. 35 cm depth, Pakeman et al., 1998). When compared to a turf 
that has been disturbed but not inverted (i.e. extant vegetation removed), this allows for distinction 
between germination from the seed bank v. dispersed propagules while maintaining “field” 
conditions. The subsoil must be checked for deeply-buried seeds when using this approach. Less 

Figure 4.7.1 A 25cm x 25 cm doormat seed trap being set up in the field. 
This one has been covered by a cage to stop sheep from chewing or 
trampling the mat. The vegetation underneath was cut to ground level to 
keep the mat flat. Photo: Inger Elisabeth Måren. 
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destructive is to use pots of sterile soil, but this exposes seeds to predators (Kollman & Goetze, 1998; 
Chabrerie & Alard, 2005). Such “field conditions” approaches measure germination under realistic 
conditions which could have a positive or negative effect depending on your research question. The 
substrate should be exposed before the season of seed dispersal until after the season of seed 
germination. 

 

4.7.2 Special cases, emerging issues, and challenges 

Identifying the source of newly germinating 
propagules allows for an enhanced 
understanding of local and metapopulation 
dynamics, species’ range expansions and 
contractions, and gene flow between 
populations (Kadmon & Shmida, 1990). Under 
particular circumstances the spatial source of 
propagules germinating in a particular patch 
can be further refined into those originating 
from local dispersal and longer distance 
dispersal. For very patchy populations, this may 
even be generalisable to dispersal from adults 
inside and outside the patch. One method for 
distinguishing these sources has been 
successfully applied in an annual plant system 
(Siewert & Tielbörger, 2010). In this method, 
extant vegetation was removed with a 
glyphosphate herbicide prior to seed 
production and germination rates compared 
with those in control plots (unherbicided) over 
the following year. Dispersal distances in the 
system can be measured simultaneously by 
removing plants within a certain radius and 
counting emerging seedlings along the radii. 
Additional census plots are necessary in the 
denuded areas to differentiate germinants that 
arrived from recent dispersal to those that 
were dormant in the pre-existing seed bank. 
This may be accomplished by covering additional subplots with netting that is permeable but fine 
enough to prevent dispersed seeds from reaching the subplot. By monitoring germination in the 
following year, this yields three subplot types with nested information on germinant sources: i) 
denuded and netted subplot germinants are recruited from the soil seed bank, ii) denuded subplot 
germinants are recruited from dispersal and from the soil seed bank, and iii) control subplot 
germinants are recruited locally from dispersal, and from the soil seed bank (Siewert & Tielbörger, 
2010). While these techniques are powerful in detailing spatial and temporal dynamics of propagule 
rain, they are limited to situations where i) the destruction of extant vegetation is feasible within the 
study design and ii) the system is composed of strictly annual species, as perennial vegetation may 

Figure 4.7.2 A combined method. A seed trap (bottom right) 
made of 25 x 25 cm plastic doormat measures the seed rain, 
bare soil (top) measures combined effects of seed bank and 
seed rain, and bare soil covered in mesh (middle left) 
measures emergence from the seed bank only. Photo: Vigdis 
Vandvik. 
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resprout either from nearby or belowground, even following glyphosate application (Wilfahrt pers. 
obs.). 

 

4.7.3 References 

Theory, significance, and large datasets 

Nathan & Muller-Landau (2000) 
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4.8 Plant community composition 
Authors: Jaroszynska F1, Eycott AE2,3, Vandvik V1, Halbritter AH1 

Reviewers: Peñuelas J4,5, Reinsch S6, Wilfahrt PA7, Wohlgemuth T8 

 

Measurement unit: percentage cover, counts, presence/absence; Measurement scale: plot; 
Equipment costs: €; Running costs: -; Installation effort: low to medium; Maintenance effort: -; 
Knowledge need: high (species identification); Measurement mode: manual  

Plant community composition is the description of the vegetation in a fixed area by the species 
present and, often, their abundance. Plant community composition is commonly recorded in 
vegetation science and is frequently assessed in climate-manipulation studies (Elmendorf et al., 
2015; Kröel-Dulay et al., 2015) as well as in other global-change studies (Borer et al., 2014) and along 
climate and other environmental gradients (e.g. Stevens et al., 2004). Measurements of vegetation 
composition indicate the plant species’ responses to experimental treatments and environmental 
gradients in space and time, for example by changes in extinction, colonisation, and/or abundance. 
Plant communities can respond relatively rapidly (over a timeframe of a few years) and reasonably 
consistently to a range of different types of climate-manipulation experiments (Elmendorf et al., 
2015). Differences between plots, treatments, and sites can be quantified by standardising 
compositional measurements. Plant community composition provides information on plant−plant 
interactions (competition, facilitation, etc.), trophic interactions such as herbivory, and more general 
aspects of ecosystem function (e.g. seasonality, carbon dynamics, or disturbance intensity). 
Combining compositional data with species functional traits is a powerful tool for inferring more 
mechanistic changes to communities and their function (see protocol 4.16 Functional traits; Díaz et 
al., 2004; Garnier et al., 2007; Enquist et al., 2015). 

 

4.8.1 What and how to measure? 

There are three main methods of estimating species composition in climate-change studies: i) visual 
estimation of the proportion of the sample area covered by each species, either as percent or cover 
classes, ii) the point-intercept method, and iii) direct estimation of the number of individuals of each 
species. The choice of method depends on the ecosystem and the scientific question. For example, to 
estimate species' percentage cover or to apply the point-intercept method, a clear view from directly 
above the vegetation is needed. In all cases, plots should be permanently marked at the corners or 
given precise GPS coordinates for revisitation purposes (for information on plot selection and 
marking, see protocol 2.1.1 Aboveground plant biomass). The plot should be located in 
representative vegetation, by which we mean that areas with unusually tall, short, species-rich, or 
species-poor vegetation in relation to the surroundings should be avoided.  

We suggest the following for selecting which method is best. 

i) Visual estimation of species’ percentage cover is preferred if: 

● Rare species are part of the ecosystem or of interest to the research 

● The vegetation is in the form of a dense mat, such as is common among bryophytes or 
lichens or cushion plants, which are better estimated by their cover and height 
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● Taxonomic expertise is high. 

ii) The point-intercept method is best if 

● Both species composition and a proxy for biomass are needed (see also protocol 2.1.1 
Aboveground plant biomass, non-forest system) 

● Vegetation has a highly layered canopy, where the leaf area index (LAI) is greater than one 

● The 3D space occupancy of plant species is of interest 

● Dominant plant species are the main interest, with low importance of rare species 

● The surveying team is large and/or inexperienced, as this method is more objective than 
visual estimation 

● Time is not limiting. 

iii) Direct estimation of number of individuals per species is best if: 

● You work in forests or shrubland where the distinction of individuals is clear. However, 
understorey vegetation is still better recorded as percent cover or with the point-intercept 
method. Moreover, woody species cover should also be estimated at multiple strata (e.g. 
herb, shrub, canopy layer; see Peet et al., 1998)  

● Vegetation is sparse enough such that individual ramets or genets are distinguishable 

● Depending on the research questions, woody individuals are sometimes counted only above 
a threshold diameter at breast height (DBH, e.g. 10 cm or 12 cm) or counted in size classes. 

 

Plot size. As a minimum, this should be the smallest area which makes it possible to recognise the 
ecosystem or habitat type. Even though rules have been developed over several decades for minimal 
areas of vegetation types in the context of phytosociology (e.g. Mueller-Dombois & Ellenberg, 1974), 
no set rules have emerged for wider use. A reasonable plot size depends on the organism size, the 
research question, and the focal response variables, and can range from a few square centimetres to 
hectares. Here is a list of things to consider: 

● Larger individual constituent plants (e.g. trees) require larger plots, whereas small or fine-
scaled organisms (e.g. bryophytes or grasses) require smaller plots. At the very least, a plot 
should contain several individuals. 

● Plots should neither be so small as to miss frequent species altogether, nor so large that it 
becomes easy to overlook occasional or rare species. This implies differently-sized plots for 
different organisms and habitats, ranging from tens-of-centimetre scales for small-statured 
organisms and fine-scaled habitats (bryophytes, small vascular plants, low-productive 
grasslands, tundra, mire structures) via approximately metre-scaled plots (more productive 
grasslands, heathlands, forest understorey) to tens of metres (trees, forest).  

● Plot size should not exceed treatment area and there should ideally be a buffer zone (an area 
around the edge which is treated but not recorded). 

● If the plot size is large compared to the constituent individuals, it may be helpful to record 
community data in subplots (Figure 4.8.1) by dividing the whole plot up and either recording 
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all subplots or by taking a randomly assigned subset. Subplot analyses can also be useful if 
there are likely (and potentially interesting) edge effects in the experiment, or if particular 
species groups or life-history stages differ considerably in size and spatial structure – in this 
case not all life-stages are recorded at all sampling scales (see Vandvik, 2004). Patterns can 
be captured more consistently by averaging over several subplots, i.e. using smaller subplots 
spread over the area, than by using a single large subplot of equivalent total area (Green, 
1979). 

 
Co-variables. The research question and habitat type will determine the taxonomic sub-group(s) of 
interest (e.g. vascular plants, cryptograms) and these should be separated to the species level. 
However, at a minimum, all other sub-groups should be measured at an aggregated level along with 
additional variables explaining the plot structure. Such variables may include the cover (or pin-point 
hits) of various forms of substrate (e.g. rocks, bare soil), litter, or animal faeces. Grazing or other 
disturbance of the plot (e.g. trampling, rodent nesting) should also be noted. 

The height of the vegetation should be measured, becaused it can be used to estimate biomass (see 
protocol 2.1.1 Aboveground plant biomass). It can be difficult to measure the ‘average’ vegetation 
height, so there are some options depending on your vegetation type (see Stewart et al., 2001). In 
direct measurement, there needs to be a predetermined method for deciding what height you are 
trying to measure – the very tallest, the highest leaf, or the height of a fixed percentage of the 
biomass. We reccomend ignoring extruding flowering stems, instead taking the highest leaf, and 
measure several subpoints per plot. Otherwise employ a ‘floating disc’ – a circular plastic disc with a 
small circular hole in the centre. A cylindrical stick marked up with centimets (or millimetres 
depending on the vegetation height) is placed in the middle of the plot and the disc slipped over the 
top and dropped down. The disc should be heavy enough to press down extruding strands of grass 
but not enough to leave a permanent mark in the vegetation. The floating disc method works best in 
taller vegetation (Stewart et al., 2001). 

For studies where finer-scale patterns or species dynamics are of interest, life stages of plant species 
can be recorded. For example, seedling count or reproductive status give information about 
recruitment and reproduction, although these are more thoroughly covered in the plant population 
dynamics section (see protocol 4.3 Plant demography).  

 

Timing. All methods should be carried out during the peak growing season to derive a complete 
understanding about which species dominate the growth and which species play a role in peak 
growing season interactions. The plant community assessment can be aligned with estimation of 
aboveground biomass (see protocol 2.1.1 Aboveground plant biomass). Depending on both the study 
question and the vegetation type, two assessments per year may be needed to cover the whole 
species diversity, for example one in spring and one in early summer in deciduous woodland with 
many spring geophytes, or in surveys where demography such as life-history stages are recorded 
(e.g. seedlings, sterile, fertile individuals, see protocol 4.3 Plant demography). Additional 
assessments can be conducted earlier and later than peak growing season if within-year dynamics 
are of interest. For instance, in mixed prairies of the US, peak growing season differs for the co-
dominant C3 and C4 plant residents, meaning single sampling dates may bias compositional estimates 
(Ode et al., 1980). 
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Visual estimation of species cover 

Visual estimation of cover, for example percent cover, is most commonly used in mesic and 
productive grassland systems, for small plots at ground layer in forests, and in dwarf-shrub systems. 
Percent cover captures whole-plot species composition, thus making this technique suitable for 
studies where the presence of rare species is of interest. 

The percent cover of each vascular plant species is estimated visually, usually at peak growing 
season. All species whose canopy intersects with permanently marked plots should be captured both 
as species presence and species’ occupied space. Percent cover is the vertical projection of each 
species onto an imagined two-dimensional plane that is parallel to the ground, taking into account all 
aboveground plant parts. Thus, the total plot cover can reach more than 100%, allowing for 
overlapping plants within the canopy, and the cover can include both species rooted inside and 
outside the plot boundary. In addition, we advise that you estimate the percent cover of surface 
substrate types (bare soil and/or bare rock) and litter: record only the substrate which is visible when 
looking directly through the vegetation from above. 

Estimation in categories may save time relative to pseudo-exact cover-estimates, and for decades, 
categorical scales such as decimal (Londo, 1975) and coarser estimates (e.g. DAFOR or DOMIN scales, 
Braun-Blanquet, 1964) have been used. Presence measures over several subplots is another useful 
compromise if it is not possible to perform percent cover calibration between several observers but 
rare species are of interest (and therefore point-quadrat is not appropriate). However, we 
recommend that percent cover is estimated directly, at as fine a resolution as possible, because 
continuous data have better analytical properties and it increases the potential to be used in cross-
study analyses − it is easier to convert from a more detailed scale to a less detailed one than the 
other way round. Direct estimation of percent cover has the advantage that it allows translation to 
continuous numeric values for further analysis, even though the error around estimates can be high 
(particularly in mid-range values, 25−75%). A conversion table for Londo and other common 
abundance-class measurements to fixed percent cover points is found in Annex 1 of the ICP Forests 
vegetation sampling protocol (Canullo et al., 2016): note that scale data should still be analysed as 
non-continuous data even after conversion to percentages. While it is difficult to estimate cover 
precisely, we present techniques in the next paragraph to guide estimations and increase data 
quality.  

Several techniques are available for reducing error rates in direct percent cover estimation. Practice 
and cross-referencing with an external reference and across field workers is key. Printed shapes of 
known area can be used as guides to visual area estimation (Figure 4.8.1b). Some studies maintain a 
full integer percentage scale but use 0.1 or “present” for items below 1% cover (Vandvik et al., 
submitted). Subplots can be used to guide the estimation, for example, in a quadrat with a 5 x 5 grid 
of subplots, each subplot will represent 4% area (Figure 4.8.1a). Subplots can also be useful for 
collecting additional data such as fine-scale spatial distribution, species co-occurrence at the fine 
scale, and various kinds of frequency data, and they may be useful for downstream data checking 
and corrections. For example, a species occurring in only one subplot cannot have greater cover than 
the percent of the plot occupied by one subplot. There are examples of what different amounts of 
cover look like at https://cnps.org/wp-content/uploads/2018/03/percent_cover_diag-cnps.pdf and a 
worked example of percent cover calculated from a photograph in Chen et al. (2010). 
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Figure 4.8.1: Species presence, abundance, fertility etc. can be measured both at the whole-plot and sub-plot scales, and 
printed cards with shapes of different area can be used to aid visual estimation at the plot scale. a) Quadrat (25 x 25 cm) 
used for visual cover estimation with 5 x 5 subplots, each subplot will represent 4% of the total plot area. b) Printed field 
card with different areas representing 50, 25, 12.5, 6.25, and 3.13% of the total area. Photo: Siri Lie Olsen. 

Control plots are very important for data quality control in plant compositional measurements. The 
species turnover might vary between treatments but is not expected to be large between years for 
control plots and is therefore a source of information about overlooked or misidentified species. 
Finally, if species are hard to identify when only vegetative organs are present, a record of their 
reproductive status gives an indication of the reliability of the identification, which can then be cross-
referenced to a year when that species was observed with reproductive organs. 

 

Point-intercept method 

The point-intercept method is primarily used to measure plant cover, but it can indirectly quantify 
plant frequency and total aboveground biomass (Jonasson, 1988; see protocol 2.1.1 Aboveground 
plant biomass). It is suited for studies focused on the more common species within a community, 
where the leaf area index (LAI) is greater than one, or where 3D space occupancy of plant species is 
of interest. One benefit of the point-intercept method is that it can be used to aggregate the cover of 
different species – in visual estimation of percent cover, vertical overlap of individuals within a 
species cannot be accounted for when aggregating data into groups at the analysis stage. 

Where accurate estimates of the dominant species within a given community are more relevant to 
the research question, the point-intercept method can be a less subjective approach than percent 
cover (Ferris-Kaan & Patterson, 1992; Traxler, 1997; Bonham, 2013). This is because potential 
observer bias is reduced as quantification is more objective (a plant is touched by the pin or not). 
Furthermore, all plants touched by the pin must be identified so it may be less likely that 
inconspicuous individuals are overlooked. As a result, however, the technique often misses rare 
species, particularly where point frequency is low. The point-intercept method is preferred when the 
recording team is inexperienced or is large, but experienced botanists may find that this method uses 
more time compared to the percent cover method, particularly if there are few hard-to-recognise 
species in their system. 

The technique works by lowering a pin vertically into the vegetation at a predetermined point, either 
on a grid (Pauli et al., 2015) or along a transect (INCREASE, 2014), and the identification of each plant 
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touched by the pin on its route to the ground is noted. The GLORIA project (Pauli et al., 2015) uses a 
knitting needle (approx. 30 cm) of 2 mm diameter, while longer pins are needed in taller vegetation 
(see Figure 4.8.2). Multiple hits of the same species are recorded, in addition to its life stage 
(alive/dead). The point at which the pin is lowered is predetermined to reduce bias and allow for 
accurate resurveying. Cover is expressed as the total number of hits per species as a proportion of 
the total number of pin measurements. The number of pins needed for adequate cover estimations 
is large (Ferris-Kaan & Patterson, 1992; Traxler, 1997; Bonham, 2013): the GLORIA project uses 100 
points per 1m2 plot while the INCREASE project uses 300 points distributed along transects up to 4 m 
(INCREASE, 2014). 

  

Figure 4.8.2: Point 
intercept method. 
Photo: Juergen 
Kreyling, EVENT 
experiment. 

 

Direct estimation of number of individuals per species 

Recording abundance by number of individuals (i.e. stem density) is most often used in forests where 
individuals are distinct (although this can be effectively combined with cover estimates of all species 
at multiple strata, e.g. herb layer, shrub layer, canopy layer; see Peet et al., 1998) or in systems 
where vegetation is sparse (e.g. deserts, annual plant communities). A nominal scale of species 
abundance may be more suitable when the number of individuals varies by several orders of 
magnitude. Occurrence is then classed into 1−10, 10−100, 100−1000, or >1000 individuals present. It 
is important to understand the life cycle of all of the species in order to decide whether to count 
ramets (distinct stems) or genets (distinct genetic individuals; see protocol 4.2 Plant demography). 
Individual count measurements are usually combined with some kind of individual size data. 

  

Indices calculated from raw compositional data 

Species compositional data can be used to extract species presence for presence/absence analyses 
such as species richness (count data), while abundance allows for calculation of a wider variety of 
indices, such as community weighted trait means (Funk et al., 2017; see next paragraph), beta-
diversity (Chao et al., 2005), species diversity (e.g. Shannon index), and evenness (Hill, 1973; Smith & 
Wilson, 1996). The choice of the most appropriate diversity index is dependent on the question and 
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often a matter of quite some discussion in the ecological community: Magurran (2003) provides 
detailed guidance on this. Additionally, calculating relative abundances (as opposed to absolute 
abundance) allows for comparison of dominance patterns in plots that differ in productivity 
(Heckman et al., 2017). 

Plant community compositional data can be combined with continuous numerical trait values to give 
mean trait values for plots, which are currently a popular way to compare ecological function 
between treatments and between sites or even different ecosystems. In Europe, species indicator 
values (a “soft” trait, i.e. not one which is physiologically established and non-plastic) are often 
applied to compare the environment of plots or subplots (examples of the lists of indicator values 
include Ellenberg et al., 1991; Landolt et al., 2010; for reviews of the utility of indicator values see 
Zeleny & Schaffers, 2012; Diekmann, 2003). The trait value for each species is multiplied by the 
percent cover for that species (or added if presence/absence data are used), then all the totals are 
added together and divided by the sum of all the percent cover values for the plot to obtain a mean 
plot value called a community-weighted mean (see protocol 4.16 Functional traits; Funk et al., 2017). 
Villéger et al. (2008) provide alternative weighted approaches for situations requiring categorical 
traits.  

 

Where to start 

Bonham (2013), Ferris-Kaan & Patterson (1992), Peet et al. (1998). 

 

4.8.2 Special cases, emerging issues, and challenges 

Accuracy of taxonomic identification 

Plants should be identified to species where possible and taxonomy should follow standard 
nomenclature. Ensuring that everyone working in the field uses a consistent set of plant names 
reduces the potential for error during data analysis. The Plant List (TPL; http://www.theplantlist.org/) 
and the Taxonomic Name Resolution Service (TNRS; Boyle et al. 2013) are working lists of primarily 
vascular plants, and both are available as a R packages for data analysis: Taxostand (Cayuela et al., 
2012) and taxize (Chamberlain & Szöcs, 2013; Chamberlain et al., 2016). 

Where time or taxonomic knowledge is limited, or to answer different ecological questions, an 
estimation of plant functional group cover is taken. In this case, graminoids, non-leguminous forbs, 
leguminous forbs, bryophytes, shrubs, and trees are common groupings, and group cover can be 
estimated as described above for herbaceous systems. This information can also be inferred from full 
species composition. 

 

Observer bias and survey repeatability 

It is important to calibrate cover estimates of all recorders to reduce observer bias. It is ideal to have 
two or more recorders working together per plot, but as a minimum all recorders should calibrate 
their estimates at the start of the project or field season by separately analysing a set of the same 
plots and comparing their findings. This should be repeated, using new plots each time, until the 
estimates of all recorders are within predefined acceptable bounds. Recalibration throughout the 
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field season is advised. Observer calibration is not as critical for the point-intercept method, but all 
recorders should thoroughly familiarise themselves with the protocol to avoid errors in sampling 
procedure (e.g. missing points within the point grid). As well as keeping a record of the observer for 
each plot, external data such as weather should be recorded as it has been shown to affect the 
quality of surveys (Burg et al., 2015). 

 

Estimating the species pool of an experimental site 

The species pool around a long-term climate change experiment can influence plot level change in 
species composition over time. It can be useful to know how large the local species pool is to 
understand the heterogeneity in species diversity across an experimental site and to get estimates of 
so-called “dark diversity” (absent species; Pärtel et al. 2011). The ITEX species pool protocol outlines 
methods for quantifying the size and diversity of the species pool around long-term monitoring 
ecological plots. 

All species in an area of 100 – 250 m radius around an experimental site are recorded (Figure 4.8.3). 
The sampling is started in the centre of the site recording the species all species in a 0.0625, 1 and 
5m2 radius. From there, all new species are recorded walking in larger and larger circles around the 
mid point (roughly 10 m appart). The location for the starting point and all new species are marked 
with a GPS, to get their distance from the centre. For more details on the method see Species pool 
protocol for the International Tundra Experiment Network (ITEX) (Rixen et al., 2019). 

 

 
Figure 4.8.3: Sampling scheme for collecting data on the regional species pool for a climate change experiment. Picture 
from Rixen et al. 2019.  
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Species community data analysis 

Methods for analysis of vegetation compositional data vary: one of the most popular is ordination. 
Ordination reduces the complexity of the data to positions on one to several axes. It is a useful way 
to visualise the data and see which samples are similar in composition, and there are methods to 
relate this to environmental conditions (Borcard et al., 2018). Choice of ordination method depends 
on the underlying data structure and analytical aim, although there remain “strongly divergent” 
opinions on the usefulness of particular methods (Minchin & Oksanen, 2015; see other papers within 
the same issue for defences of the various methods). Guidance for choosing amongst the parametric 
forms of ordination can be found in Chapter 5 of Jongman et al. (1995). For analytical packages 
offering ordination techniques, the vegan package in R (Oksanen et al., 2018) is the most widely used 
at this time and Canoco is also popular (Šmilauer & Lepš, 2014). In both the visual estimation of 
percent cover and in the point-intercept method, the distribution of values for individual plants 
follows a non-normal distribution and should be analysed accordingly (Damgaard, 2009). 

 

4.8.3 References 

Theory, significance, and large datasets 

Elmendorf et al. (2015) summarise and compare the outcomes of various warming experiments on 
plant community composition in tundra environments and consider the pros and cons of different 
methods. Peñuelas et al. (2013) compare and integrate climate-change effects at different levels of 
biological organisation from the genome to the region, including the community. Franklin et al. 
(2016) conceptually embed vegetation analysis and small-scale climate-manipulation 
experimentation within the different common types of environmental-change monitoring and 
modelling which together form our knowledge base for forecasting future landscapes.  

 

More on methods and existing protocols 

Plant cover is described in depth in many of the climate-manipulation experiment protocols. We 
draw particular attention to the protocols from GLORIA (Pauli et al., 2015, pp. 38-43), SeedClim 
(Vandvik et al., submitted), and INCREASE (INCREASE, 2014, pp. 6-7) projects. Standardised 
illustrations of percent cover values are presented in Law et al. (2008, p22). Well-used protocols from 
distributed experiments other than climate manipulations include NutNet (at 
https://nutnet.umn.edu/exp_protocol, section a) and the Herbivory Network. There are also a few 
protocols from large-scale monitoring networks which integrate field and canopy layer monitoring 
for forests within the same sampling system, of which ICP forests and the UK Environmental Change 
Network are two examples (Rodwell et al., 1996; UNECE ICP, 2016). 
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4.9 Soil microbial community composition 

Authors: Radujković D1, Verbruggen E1 

Reviewer: Vik U2 

 

Measurable unit: number and relative abundance of microbial taxa; Measureable scale: plot; 
Equipment costs: €€; Running costs: €€; Installation effort: medium; Maintenance effort: -; 
Knowledge need: medium to high; Measurement mode: manual  

The microbial community composition represents the number and relative abundance of microbial 
taxa in a given system. This measure provides insight into the diversity and variability of the relative 
abundances of microbial taxa and thus aspects of their community dynamics. Moreover, changes in 
overall soil microbial community composition may point to corresponding changes in the various 
processes in which these communities are involved (Zogg et al., 1997; Balser & Firestone, 2005; 
Strickland et al., 2009). Microbes in soil are essential for decomposition of organic matter (Allison & 
Martiny, 2008), they can play a key role in long-term carbon storage (Clemmensen et al., 2013), and 
they are important drivers of biogeochemical cycling processes, including carbon and nitrogen cycling 
(Prosser et al., 2007; Falkowski et al., 2008). Specific microbial functional groups (such as nitrifying 
bacteria, mycorrhizal fungi, plant parasites) may affect ecosystem functioning by altering nutrient 
availability or plant productivity (van der Heijden et al., 2008). Mycorrhizal fungi, for example, are 
associated with up to 90% of terrestrial plants (Smith & Read, 2008) and they could have important 
effects on plant productivity (Wilson et al., 2016; Yang et al., 2016) and carbon dynamics in soil. It has 
been demonstrated that changes in different environmental factors (e.g. precipitation, CO2, 
temperature, nutrient concertation) can cause shifts in microbial community composition (Zogg et 
al., 1997; Castro et al., 2010; Nemergut et al., 2014). These changes may, directly or indirectly, affect 
important ecosystem process (e.g. carbon cycling), thereby mediating the feedback responses to 
global change (Davidson & Janssens, 2006; Pold & DeAngelis, 2013). 

 

4.9.1 What and how to measure? 

Gold standard 

With the development of high-throughput DNA sequencing techniques, the composition of soil 
microbial communities can be studied in more detail at a lower cost than using traditional culture-
dependent approaches (Shokralla et al., 2012). High-throughput molecular identification of microbial 
communities requires the isolation of nucleic acids from environmental samples, followed by DNA 
amplification using primers (small manufactured sections of DNA) that bind specifically to 
phylogenetically conserved regions of genes, which flank so called barcode markers (Winsley et al., 
2012). The accuracy of these analyses are strongly dependent on the choice of primers (Klindworth 
et al., 2013). Genes encoding components of the nuclear ribosomal units (small subunit, SSU; large 
subunit, LSU; internal transcribed spacer, ITS) are by far the most commonly used genetic markers 
for taxonomic identification of microorganisms (Lindahl et al., 2013). Current high-throughput 
sequencing techniques allow the simultaneous sequencing of millions of reads (Bartram et al., 2011), 
which are then clustered into operational taxonomic units (OTUs; typically at 97% sequence 
similarity) and assigned to taxonomic/functional groups using various bioinformatical tools and 
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reference databases. The changes in microbial community composition exposed to certain climate 
treatments (e.g. warming, drought) compared to control communities, can be statistically assessed 
based on the differences in the number and relative abundance of OTUs between these communities 
and/or changes in relative abundance of taxonomic/functional groups. 

 

Bronze standard 

Phospholipid fatty acid analysis (PLFA) is another culture-independent method that is commonly 
used to assess the changes in microbial community composition. It has been demonstrated that PLFA 
analyses and genetic sequencing can detect similar overall patterns in bacterial community 
composition (Orwin et al., 2018). Compared to genetic sequencing, PLFA has a very limited 
taxonomic resolution, especially for groups other than bacteria, but unlike sequencing it can provide 
quantitative information about microbial biomass (Brewer et al., 2015). It can thus be preferred in 
cases when quantitative shifts in both biomass and broad functional groups (fungi, gram-positive v. 
gram-negative bacteria) are to be delineated. For a detailed protocol and possible applications of 
PLFA see Frostegård et al. (1993) and Frostegård et al. (2011), respectively. 

 

Soil sampling and storage 

Soil samples are collected using soil corers, usually at depths of 0–5 cm and/or 5–10 cm (e.g. Rinnan 
et al., 2007; Kuffner et al., 2012; Hayden et al., 2012). The corers must be cleaned between the 
samples in order to avoid cross-contamination. When collecting samples for fungal analysis, it should 
be borne in mind that fungi can have very long mycelia and thus it is recommended to keep a 
minimal distance of 3 m between different samples when independence is required for statistical 
analysis (Lindahl et al., 2013). Typically, a few soil samples (e.g. for a good representation of a plot, 
samples can be taken in four corners and the centre). Depending on the study question, samples can 
be taken one time only (e.g. in the peak of  the growing season, if the aim is to examine the effect of 
treatments at the peak of vegetation growth) or multiple times in the same plot (e.g. if the aim is to 
examine inter- or intra-annual changes in community composition). The samples can be stored in 
sterile plastic ziplock bags. After sampling, the soil is sieved (2 mm mesh size is a standard in soil 
science), taking care to prevent contamination. The samples should be kept in a cold place and 
processed as soon as possible to avoid the degradation of DNA and microbial growth (Rochelle et al., 
1994). Over longer time periods, samples can be optimally stored by freezing at -20 °C or -80 °C (Song 
et al., 2016). Alternatively, they can be freeze-dried (Lindahl et al., 2013) or stored in pure ethanol 
(Hale et al., 2015) or commercially available preservation solutions. 

 

DNA extraction 

Most extraction methods are based on direct cell lysis which generally provides high yields of DNA 
with relatively short processing times (Robe et al., 2003). Commercially available soil DNA extraction 
kits provide detailed protocols for extraction procedures. Because of the typical low sample size for 
extraction (0.25–0.5 g dry weight) care should be taken to thoroughly homogenise material for 
subsampling, or isolate DNA from multiple technical replicates. Ideally, extraction should yield high 
and uniform amounts of DNA and minimal concentrations of amplification inhibitors (Lindahl et al., 
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2013). DNA yield can be assessed and concentrations can be adjusted through dilution. The same 
DNA extraction protocol should be used for all samples (Tedersoo et al., 2010) ensuring that 
potential extraction-related biases are equally distributed across all samples. 

The procedures described next are sometimes outsourced to a commercial laboratory (even 
including taxonomic annotation of obtained sequences), or can be performed in-house when 
facilities are available. 

 

DNA amplification – PCR 

Following extraction, DNA is amplified using primers that target a barcode marker region which is 
conserved within a particular microbial group (prokaryotes, eukaryotes, fungi, arbuscular mycorrhizal 
fungi), but includes variable regions that allow the distinction at the phylogenetic level of interest 
(Lindahl et al., 2013). The primers also include artificial barcode sequences that allow identification 
of different samples after sequencing, or these barcodes are added in a second step. Amplification of 
the marker is accomplished by successful binding of the two primers to the flanking sections, and 
generating copies of it through a "polymerase chain reaction" (PCR). In order to assess the variation 
resulting from stochastic processes during laboratory work, replicate PCR reactions can be performed 
using independently obtained DNA extractions from the same sample (Kauserud, et al., 2012). PCR 
conditions (see e.g. Bartram et al., 2011; Klindworth et al., 2013; Zhang et al., 2016) need to be 
optimised to the marker region and lab conditions (e.g. enzymes and thermal cycler), where the 
annealing temperature in particular deserves attention. Optimal annealing temperatures between 45 
and 68 °C differ depending on primer sequence and length and are, as a rule of thumb, set at 5 °C 
below the calculated temperature of the lowest primer melting point (Tm) (Roux, 2009). 

To assess the success of a PCR, the products are visualised on an agarose gel where presence and 
length of a product can be determined. If the annealing temperature is too low (primers do not 
anneal specifically to the target region) there will be more bands visible on the gel (more than 
expected based on natural length variation of the marker); if it is too high (primers do not anneal to 
target region at all) there will be no bands on the gel. The optimal annealing temperature for a 
particular primer pair can be determined by gradually increasing the annealing temperature 
(gradient PCR). PCRs can also fail due to different inhibitors present in the starting template. A 5–
100-fold dilution of the template may dilute out the inhibitor (Roux, 2009). Other possible solutions 
in case of PCR failure include re-extraction, re-amplification, ethanol precipitation, changing the 
number of PCR cycles, or adding stabilising proteins such as bovine serum albumin (BSA) (see Roux, 
2009 for more details on optimisation of PCR process). 

 

Primer choice 

There are multiple valid reasons to choose one primer-pair over another for a particular group of 
microbes. Main reasons are i) the sequencing technology used: some instruments (e.g. Illumina 
Miseq) work optimally with DNA sequences between 250–500 base pairs (bp) in length, while others 
(e.g. PacBio) can sequence whole DNA strands with thousands of bp; ii) sequence variability: ideally 
there should be a so called "barcode-gap" (Schoch et al., 2012) making it easy to delineate within-
species v. between-species variability, however this varies between taxonomic groups and markers 
and so choice will often be a trade-off where higher quality data for one group will come at a cost of 
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another; and iii) historical reasons will cause a marker for a group of interest to have a much better 
representation in databases (e.g. 16S/18S rRNA for many microbial groups), which means that even 
when in principle other regions would be more suitable, having a well-filled database to compare 
against will improve the quality of the eventual data. 

 

Bacteria. The 16S rRNA gene (encodes SSU in prokaryotes) has been by far the most commonly used 
genetic marker for analyses of bacterial communities (Klindworth et al., 2013) for a number of 
reasons: it is present in all bacteria; it contains both highly conserved regions and hypervariable 
regions; and it is sufficiently long (1,500 bp) for bioinformatic purposes (Janda & Abbott, 2007). The 
combination of Bakt_341F and Bakt_805R primers (Herlemann et al., 2011) can be used to amplify 
variable regions V3 and V4 of 16s rRNA gene. This primer set was evaluated by Klindworth et al. 
(2013) as one of the most efficient in amplifying a wide range of bacterial phyla. 

Fungi. Molecular analyses of fungal communities mainly rely on amplification of the ITS region 
(spanning the ITS1, 5.8S, and ITS2 regions), which was selected as the universal genetic barcode for 
fungi (Schoch et al., 2012). However, whether the ITS1, ITS2, or a combination of these two regions is 
better suited for characterisation of fungal communities is still under debate (Blaalid et al., 2013). 
The ITS1 region is frequently amplified using the combination of IT1f and ITS2 primers (Op De Beeck 
et al., 2014; Smith & Peay, 2014). fITS7, gITS7, and fITS9 primers target binding sites in the 5.8S 
region and together with the ITS4 primer, they can be used to amplify the ITS2 region (Ihrmark et al., 
2012). The combination of ITS1f and ITS4 primers span both ITS regions together with 5.8S region 
(Smith & Peay, 2014). 

Arbuscular mycorrhizal fungi (AMF) – Glomeromycota. For AMF analysis, the most commonly used 
marker region is SSU (18S rDNA in eukaryotes), followed by LSU(28S rDNA) and ITS rDNA region (Öpik 
et al., 2014). The SSU rDNA region alone is not suitable for identification of species (Öpik et al., 2014), 
but in the cases when species resolution is not the primary goal, primers that target SSU region, for 
example AML1 and ALM2, designed by Lee et al. (2008), can provide useful information regarding the 
overall AMF community composition. Primer set SSUmAf–LSUmAr (1800 bp) and SSUmCf–LSUmBr 
(1500 bp) developed by Krüger et al. (2009) spans a fragment covering the partial SSU, the entire ITS, 
and the partial LSU rDNA region. This combination of primers enables detection of additional AMF, 
but the sequences are too long for some high-throughput sequencing and alternative sequencing 
methods must be used (Schlaeppi et al., 2016). 

Protists. A comprehensive overview of different SSU primers designed to target protists is provided 
by Adl et al. (2014). However, Adl et al. (2014) conclude that none of the examined primers had a 
high specificity at taxonomic levels higher than genus. The combination of primers TAReuk454FWD1 
and TAReukREV3 (Stoeck et al., 2010) that targets the V4 region of SSU, can be used for detection of 
a wide range of eukaryotic lineages (Mahé et al., 2017). A recently developed combination of primers 
(ITS3 primer mixes, ITS4ngs) described in Tedersoo et al. (2015) that target ITS2 region can be used 
to characterise certain protist groups: Cercozoa, Ciliophora, and Chlorophyta, as well as soil animals 
(Acari, Nematoda, Collembola, Rotifera, Annelida) which are thought to be the most abundant and 
species-rich eukaryotic taxa in soil (Tedersoo et al., 2015). Given the paraphyletic nature of protists 
(spanning the entire eukaryotic phylogenetic tree), no primers specifically targeting this group as a 
whole can be designed. For this reason, samples containing a high concentration of plant, fungal, or 
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animal DNA, such as when one aims to elucidate the protists that are part of their "microbiomes", 
are at risk of primarily generating non-target sequences. 

 

Library preparation and sequencing 

Following purification from PCR artefacts (primers and primer-dimers), different samples with 
specific barcodes are equimolarly pooled into a single library ready for sequencing. The Illumina 
MiSeq platform (Illumina Inc; San Diego, CA, USA) is currently the most commonly used platform for 
high-throughput sequencing of environmental microbial samples. This platform enables sequencing 
of 200–550 bp-long paired-end reads (forward and reverse) which is, in most cases, enough to cover 
the entire marker region for different microbial groups. Longer reads can be sequenced using single 
molecule real-time (SMRT) methodology (PacBio; Manlo Park, CA, USA). 

 

Quality control and bioinformatics analyses 

UPARSE (Edgar, 2013), QIIME (Caporaso et al., 2010), and mothur (Schloss et al., 2009) are some of 
the most commonly used bioinformatics pipelines that allow quality filtering and construction of 
OTUs from next-generation sequencing reads. The main result of these analyses is an OTU table 
(Figure 4.9.1). The downstream analyses (e.g. standardisation of read number through downsampling 
(Weiss et al., 2017), calculation of alpha and beta diversity) can be performed using QIIME and 
mothur, but also in statistical programs such as R (e.g. using the ‘vegan’ or ‘phyloseq’ packages). 
Typically, OTU tables are used to create distance matrices, which include pairwise distances between 
the microbial communities of different samples (Figure 4.9.1). It should be noted that for bacterial 
sequences, it is common to create phylogenetic trees and use phylogenetically informed distance 
metrics (i.e. UniFrac). Statistical analyses on distance matrices or OTU tables can be performed using 
various multivariate types of analyses such as perMANOVA, ANOSIM, and ordination methods (e.g. 
PCoA, (G)NMDS, CCA, an example is depicted in Figure 4.9.1). 
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Figure 4.9.1 Main output of microbial genetic sequencing. Simplified representation of an OTU table containing the number 
of fungal OTUs in soil samples (s1–6) exposed to 3 different treatments (depicted in different colours). Different OTUs are 
assigned to taxonomic and/or functional groups by comparing them against a database. ii) Based on the OTU table it is 
possible to quantify the dissimilarities between the samples and summarise them in a distance matrix. Lower panels show 
the differences between soil fungal communities exposed to different intensities of natural warming, based on a subset of 
actual data from the ForHot natural experimental site (microbial data: Radujković et al. 2018; ForHot experiment: 
Sigurdsson et al. 2016). iii) The relative abundance (% of the total amount of sequences in a sample) of filamentous 
saprotrophic fungi exposed to different intensities of warming and iv) the multidimensional ordination of samples based on 
Bray-Curtis distances. Points and the corresponding polygons are coloured according to temperature elevations (Te): blue – 
ambient temperatures; orange – medium temperature elevation; (+3 °C to +5 °C); red – high temperature elevation (+7 °C 
to +11 °C). 

 

Taxonomic identification is performed by aligning sequences to the reference sequences (using 
BLAST or other methods implemented in UPARSE/QIIME/mothur) deposited in publicly available 
databases. An overview of different databases is given by Santamaria et al. (2012). For instance, the 
Greengenes database contains a collection of bacterial 16s rDNA sequences (DeSantis et al., 2006), 
UNITE is a comprehensive reference database for fungal ITS sequences (Abarenkov et al., 2010), and 
PR2 (Protist Ribosomal Reference) database is suitable for annotation of protist SSU sequences 
(Guillou et al., 2013). Other databases, such as Silva (Quast et al., 2013) and Ribosomal Database 
Project (Cole et al., 2014) contain collections of SSU and LSU sequences for various groups of 
prokaryotic and eukaryotic microorganisms. Following the taxonomic assignment, fungal OTUs can 
also be assigned to different functional categories (i.e. saprotrophic fungi, white rot decomposers, 
yeasts, plant pathogens, mycoparasites, animal parasites, arbuscular mycorrhizal fungi – AMF, 
ectomycorrhizal fungi – EcM) by matching their genus/family level with the known lifestyles (e.g. as 
in Tedersoo et al., 2014) using specialised tools such as FUNGuild (Nguyen et al., 2016). 
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Where to start 

Bartram et al. (2011), Lindahl et al. (2013), Roux (2009), Shokralla et al. (2012), Tedersoo et al. (2010) 

 

4.9.2 Special cases, emerging issues, and challenges 

The methods of molecular analysis of microbial communities are evolving very rapidly with the 
development of new technologies. Previously commonly used 454 pyrosequencing is now almost 
entirely replaced by Illumina sequencing by synthesis. SMRT technology, such as PacBio, is now being 
increasingly used since it can provide longer reads (albeit with high error rates). The choice of 
sequencing platform is therefore currently a trade-off between the quality of the produced reads and 
the maximum length of the reads (Kennedy et al., 2018), but these or other platforms will likely 
become cost-efficient at low error rates in the near future. 

Recently, there has been a lot of discussion regarding the common practices for bioinformatics 
analysis of sequencing data. The conventional approach is to perform clustering of OTUs, usually 
based on 97% similarity. However, this approach has been challenged and it has been proposed that 
instead of OTU clustering, amplicon sequence variants (ASVs) should be used. It is argued that, 
compared to OTUs, ASVs represent a biological reality independent of the data analysis, they have a 
better taxonomic resolution, they can be validly compared across different studies, and they are not 
limited by incomplete reference databases (Callahan et al., 2017). However, ASVs are highly sensitive 
to the quality of the data and this approach could be problematic for downstream analysis due to 
significantly increased diversity. While OTU clustering still remains the most common approach, it 
would be useful to also report the sequence variants in order to enable the effective comparison 
between different studies. 

 

4.9.3 References 

Theory, significance, and large datasets 

Allison & Martiny (2008), Falkowski et al. (2008), Smith & Read (2008), van der Heijden et al. (2008), 
Zogg et al. (1997) 

 

More on methods and existing protocols 

Adl et al. (2014), Ihrmark et al. (2012), Klindworth et al. (2013), Op De Beeck et al. (2014), Smith & 
Peay (2014) 
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4.10 Soil micro- and mesofauna community composition 
Authors: Konestabo HS1 & Kardol P2

 

Reviewer: Birkemoe T3 

Measurement unit: abundance per area or gram soil; Measurement scale: plot; Equipment costs: €; 
Running costs: €; Installation effort: low to high; Maintenance effort: low to medium; Knowledge 
need: medium to high (taxonomic knowledge); Measurement mode: manual 

Soil micro- and mesofauna are small invertebrates of ~0.1–2 mm in length, living in soil or the litter 
layer. For microfauna, we focus on soil nematodes (also called roundworms), which are among the 
most numerous soil organisms in most terrestrial ecosystems with densities up to 3–4 million m-2 
(Bardgett et al., 1999; Van den Hoogen et al., 2019). Soil nematodes also display high taxonomic and 
functional diversity. Based on the morphology of their mouth parts, soil nematodes can be attributed 
to one of the following feeding groups (Yeates et al., 1993; Fig. 4.10.1): 1) endo-parasitic plant-
feeders (feeding from within the plant), 2) ecto-parasitic plant feeders (feeding on plant tissue from 
outside the plant), 3) bacterial feeders, 4) fungal feeders, 5) omnivores, and 6) carnivores. Endo-
parasitic plant feeders enter the plant root and feed on deep cell layers, while ecto-parasitic 
nematodes feed from outside the plant on outer cortical cells and root hairs. Omnivorous nematodes 
feed on bacteria, amoebae, flagellates, and bacterial-feeding, fungal-feeding, and plant-feeding 
nematodes (Yeates et al., 1993), while carnivorous nematodes feed on other groups of nematodes 
and on other organisms such as enchytraeids (Yeates et al., 1993). Entomopathogenic nematodes are 
not considered in this protocol. Springtails (Collembola), mites (Acari), and enchytraeids or potworms 
(Enchytraeidae) are generally considered as mesofauna, while diplurans (Diplura), proturans 
(Protura), and jumping bristletails (Archaeognatha) are sometimes also included in this group. The 
mesofauna are a functionally diverse group, dominated by decomposers or detritivores, but also 
include microbivores, herbivores, fungivores, and predators. Mesofauna decomposers may feed 
directly on decaying organic matter, or on bacteria and fungi associated with detritus (Hopkin, 1997). 
Microbivorous mesofauna can be generalists, feeding on different kinds of bacteria and fungi, or 
have strong feeding preferences (Verhoef et al., 1988; Chen et al., 1995). Predatory mesofauna can 
be found within the Diplura, mites of the order Mesostigmata and the sub-order Prostigmata, and 
there are also some predatory springtails (e.g. Friesea sp.), feeding on other micro- and mesofauna. 
Mesofauna feeding activities may exert strong top-down control on decomposition processes in the 
soil through cascade effects on the activity of microorganisms, and may influence primary production 
and plant N accumulation (Santos et al., 1981; Setälä et al., 1998; Hedlund & Sjögren-Öhrn, 2000; 
Cortet et al., 2003). Species richness and functional diversity as well as abundance and biomass of 
mesofauna greatly influence soil decomposition processes (Setälä et al., 1991; Mebes & Filser, 1998; 
Cortet et al., 2003). 

Together with macroinvertebrates and earthworms, micro- and mesofauna are important in driving 
litter decomposition, nutrient turnover, and plant productivity, and hence, how ecosystems respond 
to natural and anthropogenic environmental changes. Micro- and mesofauna are also important bio-
indicators for effects of climate change on the functioning of terrestrial ecosystems as these 
organisms are sensitive to shifts in the soil environment (e.g. Kardol et al., 2010). Although the direct 
effect of small temperature changes (1–3 °C) on soil fauna may be small (Sjursen et al., 2005; Alatalo 
et al., 2015, 2017; De Long et al., 2016), changes in water availability, increased number of freeze-
thaw cycles, changing plant cover and species composition, and changes in nutrient availability are 
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Figure 4.10.1 Examples of plant-feeding (upper left), bacterial-feeding (upper 
right), fungal-feeding (bottom left) and carnivorous (bottom right) nematodes. 

expected to have larger impacts (Konestabo et al., 2007; Kardol et al., 2010; Elmendorf et al., 2012; 
Krab et al., 2015). Land-use change, nitrogen deposition, habitat disturbances, and plant invasions 
have all been shown to affect micro- and mesofauna abundance either directly or indirectly through 
effects on plant cover and soil biochemistry (Bardgett & Cook, 1998; Bedano et al., 2006; Hågvar & 
Klanderud, 2009; Leinaas et al., 2015). Because of the close relationships between micro- and 
mesofauna and other below- and aboveground communities, it is recommended to include these 

functionally diverse groups in 
studies of climate- and global-
change effects on ecosystem 
functioning. Classifying micro- 
and mesofauna into functional 
groups is of particular interest 
as it informs on how climate 
change affects belowground 
trophic relationships and the 
flow of energy in soil food 
webs.  

Here, we describe the 
recommended sampling 
methods for 1) extraction of 
nematodes from soils and from 
plant roots, and 2) extraction of 
soil and litter mesofauna.  

 

4.10.1 What and how to measure? 

Micro- and mesofauna are quantified by counting the number of individuals per area or per gram of 
soil and/or litter. Endoparasitic nematodes can also be quantified per gram of root tissue. 
Standardised sampling and extraction methods for soil invertebrates, including more details on some 
of the most common methods described here, can be found in ISO Standards 23611: 1-4 (ISO, 2006; 
2007a, 2007b; 2018). Micro- and mesofauna are relatively stationary organisms compared to 
macroinvertebrates and insects (Ojala & Huhta, 2001 and references therein), and usually complete 
their life-cycle within the same habitat. However, the different taxonomic groups of micro- and 
mesofauna vary in size, activity level, and how they burrow into the soil matrix. Thus, there is not one 
single extraction method that will cover all organisms. Each method’s efficiency depends on a 
number of factors including soil properties, vegetation cover, the animal’s behavioural responses, 
their association with water or air pockets, and their tolerance to drought and heat. 

Some soil organisms have inactive stages that will not be captured by active extraction methods (see 
below). Seasonal variation in abundance and vertical distribution are common and should be taken 
into account when comparing between years. The vertical distribution might also differ between life 
stages. Generally, large variation in abundances over a small spatial scale should be expected when 
comparing sites within or between growing seasons. To fully capture soil micro- and mesofauna 
responses to climatic changes, samples should be taken at different times across the years. Seasonal 
dynamics, and hence, the required number of samplings, depend on the climatic zone and on 

Wilsonema sp.Pratylenchus sp.

Coomansus sp.Paraphelenchus sp.
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Figure 4.10.2 Metal soil corer 
used for mesofauna samples 
(left; photo: Heidi S. 
Konestabo) and a tubular soil 
probe commonly used to 
collect soil samples for 
nematode extraction (right; 
photo: Paul Kardol). 

vegetation type (for example, evergreen vs. deciduous forests). But, generally 3–4 samplings would 
capture most of the seasonal variation. When resources only allow one sampling per year, soils are 
best collected at peak standing biomass, or towards the end of the growing season. 

 

Soil core sampling 

The most common sample unit for measuring micro- and mesofauna are soil cores.  

For nematodes, small-diameter soil cores (1–5 cm diameter) are collected from the plot, typically 
using a tubular soil probe (Fig. 4.10.2). In order to get a representative sample of the plot, it is 
recommended to collect 5–20 small cores (subsamples) and bulk them into one composite sample 
per plot. Collecting several small samples is also less destructive to the plot than one large sample. 
The total size of the composite soil sample should be about 100–200 ml. The subsamples can be 
collected haphazardly, or according to a fixed sampling grid. Here, it is important to keep in mind the 
spatial configuration and heterogeneity of the plant community. Notably, soil samples collected from 
beneath individual plant species give different results compared to soil samples randomly collected 
across the plot (Kardol et al., 2010). Samples are often collected from the upper 10 cm of the soil 
profile (the litter layer is generally not included). However, depending on the research question and 
the type of ecosystem, samples can also be collected from greater soil depth (e.g. 0–10 cm, 10–20 
cm, 20–30 cm). Alternatively, samples can be collected according to soil horizons or soil layers (e.g. 
O-horizon/humus layer, A- horizon/top soil, B-horizon/sub soil).  

 

For mesofauna, intact soil cores including the litter layer are extracted from the habitat, using a 
metal soil corer (Fig. 4.10.2). Where the plant cover is low (typically mosses, lichens), the plant cover 
can be included in the sampled soil core. In habitats with a plant cover reaching above 2–3 cm in 
height, the plant cover can be removed by cutting it just above the litter layer, or gently bending it to 
the sides, exposing the soil and litter layer below. The soil cores should be large enough to include a 
representative estimate of the mesofauna without destroying the plots. Usually, a sample diameter 
of 4–10 cm is chosen depending on the heterogeneity of the habitat, plot size, and the extraction 
facilities available. Cores should be taken from a representative section of the habitat. A large core 
size demand less replicates; 3–12 replicates are commonly used. The depth of the cores depends on 
the habitat, but as mesofauna are most often found in the uppermost layers of the soil and in the 
litter layer, a depth of ~5 cm is often sufficient. It can, however, be useful to perform a pilot 



Halbritter et al. (2020) The handbook for standardised field and laboratory measurements in terrestrial climate-change 
experiments and observational studies (ClimEx). Methods in Ecology and Evolution, 11(Issue) Pages. 

 

S331 
 

investigation of the patchiness and the soil profile before deciding on the sample size, depth, and 
replication. 

 

Nematode extraction methods 

Upon collection, soil and/or root samples for nematode extraction should be stored in plastic bags or 
containers, not be exposed to high temperatures during the sampling campaing (a simple cooler does 
the job), and be refrigerated (± 4°C) at the earliest opportunity. Samples should be extracted as soon 
as possible after collection although storage for 1–2 weeks is generally not a problem. Prior to 
extraction, bulk soil samples can be carefully passed through a 1-cm sieve and mixed well for 
homogeneity. Mixing should be done gently to avoid damage to the nematodes.   

A variety of different methods have been developed for the extraction of free-living and plant-
parasitic nematodes. The most commonly used methods can be classified based on the motility, the 
specific density, and the size of nematodes (EPPO, 2013). None of the methods allows extraction of 
all stages of all nematode taxa at 100% efficiency, but for analysis of nematode abundance and 
community composition in climate-change studies this is not a major problem. It is important to 
realise though that the extraction efficiency depends on the soil type; extracting nematodes from 
sandy soils is easier than from clay or organic soils (or humus). The final choice of the extraction 
method depends on the availability of facilities, costs of equipment, water use, and labour. Van 
Bezooijen (2006) and EPPO (2013) provide detailed comparisons of the costs and benefits of different 
nematode extraction methods.   

Baermann funnels: One of the most commonly used methods for extraction of nematodes from soils 
is the use of Baermann funnels. This simple method makes use of the active movement of 
nematodes. Soil samples are wrapped in filter or tissue paper, or cheese cloth, and then placed into 
funnels filled with water and equipped with a piece of tubing at the stem, closed with a clamp. 
Instead of wrapping the sample in paper or cloth, the sample can also be spread out on a small sieve 
inserted into the funnel; the larger extraction surface increases the extraction efficiency. To further 
increase the extraction surface, the Baermann funnel method can be modified by using larger dishes 
(see, ‘Oostenbrink dish’ below) or trays where the soil sample can be spread in a thin layer. The 
nematodes will crawl out of the wet soils and then passively sink to the bottom of the funnel stem 
where they can be collected. The duration of the extraction depends on the soil type, the sample 
size, and the extraction surface, but typically 24–72 hours is sufficient. It is critical that the soil 
samples never dry out. Advantages of Baermann funnels (and derived tray methods) are their 
simplicity and low costs. Disadvantages are their low extraction efficiency for large samples and for 
immotile nematodes. 

Oostenbrink elutriators: Another commonly used method for the extraction of free-living soil 
nematodes from soil, especially in larger nematode labs, is the use of Oostenbrink elutriators 
(Oostenbrink, 1960), particularly for larger soil samples. The method typically consists of two phases. 
The first phase makes use of differences in size, shape, and sedimentation rate between nematodes 
and soil particles, while the second phase makes use of nematode mobility (just like Baermann 
funnels). In the Oostenbrink elutriator (Fig. 4.10.3), an upward water stream makes the nematodes 
and fine soil particles float in the upper extraction column, whereas heavier soil particles settle in the 
lower part. The suspension in the extraction column is then let out and poured onto a set of four 45 
μm sieves. In the second phase, the debris washed from the sieves can be further cleaned by the use 
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of ‘Oostenbrink dishes’. These are plastic or stainless steel dishes with a cross piece and an extraction 
sieve equipped with milk filters (see EPPO, 2013 for an example). The dishes are generally incubated 
for ~48 hours at room temperature during which the nematodes move through the filters into the 
water in the dish. During incubation the filters must be kept moist at all times. Verschoor & De 
Goede (2000) give more information on the overall extraction efficacy and parameters influencing 
the extraction efficacy. Advantages of Oostenbrink elutriators are the generally high efficiency and 
standardisation of extractions. Major disadvantages are the high costs of the custom-made 
equipment, and the physical space needed for the permanent installation of the elutriators. This 
method is therefore only recommended for labs where nematodes are extracted on a more or less 
routine basis. 

To note, methods based on nematode motility do not capture slow-moving and inactive nematodes, 
or eggs. The number of nematodes moving out of a soil sample further depends on extraction 
duration and sample type. The efficiency usually increases when the debris layer is thin. The water 
temperature also influences nematode motility in the soil sample and therefore the numbers of 
nematodes in the final suspension. 

 
Figure 4.10.3 Oostenbrink elutriators at the Netherlands Institute of Ecology (NIOO-KNAW in Wageningen, the Netherlands. 
Photo: Freddy ten Hooven. 

Centrifugal flotation: Free-living soil nematodes can be separated from soils by centrifugation 
because of the difference in specific gravity between nematodes and soil particles. Soil samples are 
suspended in a highly-concentrated sugar solution: based on specific gravity the nematodes float, 
while the soil particles sink. This so-called centrifugal flotation method can be used for all types of 
soil, but is more efficient for loose, sandy soils than for aggregated clay or loam soils. To handle 
larger samples and obtain higher extraction efficiency, pre-extraction of the sample is recommended 
to get a more concentrated soil suspension prior to centrifugation. Pre-extraction can be done with 
Oostenbrink elutriators (see above), for example, or with a simple sieving procedure (top: 180 µm; 
bottom: 38 µm or 32 µm). The actual separation method then consists of two centrifugation cycles. 
In the first cycle, the concentrated soil suspension is centrifuged so all particles with a specific gravity 
>1 precipitate; this includes the nematodes. The supernatant is then discarded. In the second cycle, 
concentrated sugar solution is added to the sediment from the first phase, and the sediment is 
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brought into suspension. After centrifugation, the nematodes float in the supernatant, whereas the 
soil particles are precipitated to the bottom of the centrifugation tube. The supernatant is passed 
through a 25 µm sieve, after which the nematodes can be rinsed into a vial or tube. An advantage of 
the centrifugation method is that not only active nematodes but also slow-moving and inactive 
nematodes are extracted. More detailed directions for the centrifugal flotation method can be found 
in Jenkins (1964) and Van Bezooijen (2006). Another advantage of the centrifugal flotation method is 
that no special equipment is needed. The main piece of equipment is a standard table top centrifuge 
which can be found in most ecology and microbiology labs. Other than that, one needs a set of 
(portable) sieves and some standard labware and disposables. This means that this method can easily 
be applied at most universities and research institutes. 

Extraction of nematodes from plant roots: Several methods have been developed for extraction of 
nematodes from roots (and other plant material), mostly in agricultural sciences. For analysis of 
nematodes from plant roots in terrestrial climate-change studies, Baermann funnels (see above) or a 
funnel spray apparatus (also known as ‘mist chamber’ or ‘mistifier’) are generally most suitable. 
Making use of nematode mobility and sedimentation rate, both these methods extract most active 
nematodes from roots. When root samples are moistened in water, nematodes crawl out and sink. 
The funnel spray apparatus consists of Baermann funnels equipped with small sieves, under a spray 
nozzle (Fig. 4.10.4). The washed roots are then placed in sieves with little legs which prevent the 
sieves from touching the water surface in the funnels. The nematodes will fall into the funnel where 
they settle. Nematodes should be collected from the funnels every day or two. The total duration of 
extraction depends on the type of root material and the nematode taxa, but typically 2–7 days is 
sufficient. Here, it is important to mention that part of the nematode population within plant roots is 
in the form of eggs which may hatch over time. If those numbers are of interest to the research 
question, samples need to be incubated for much longer, up to several weeks, allowing enough time 
for the eggs to hatch. Compared to normal Baermann funnels (as described above for soil samples), 
the funnel spray method yields nematodes in better condition, and the extraction efficiency is also 
higher. Cutting the roots into small pieces further enhances the extraction efficiency (Van Bezooijen, 
2006). A disadvantage is that the funnel spray matter uses high amounts of water. 

 

Figure 4.10.4 Mist chambers at the University of Tennessee, Knoxville, USA. Photos: Paul Kardol. 

Fixation, preservation, and identification: Upon extraction from soils and/or plant roots, nematodes 
are collected as a clear suspension in water. For concentrating nematode suspensions for counting or 
fixation, the natural nematode sedimentation rate is used. The amount of fluid can be reduced by 
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Figure 4.10.5 Schematic drawing of a Tullgren funnel. Re-used with permission 
from Dr. Grant Brown, University of St. Andrews. http://biology.st-
andrews.ac.uk/gardenlife/sampling.html 

sieving the suspension, or by pipetting the liquid after the nematodes have settled. Nematodes can 
be counted and identified alive, or nematodes can be fixed and preserved and counted and identified 
at a later stage. Live nematodes can be kept alive and in good condition for several days when 
refrigerated at ± 4°C. Nematode identification, however, is easier done when the nematodes are 
dead and fixed. Usually the best results are obtained by killing the nematodes rapidly through 
heating (up to 65–90°C) followed by immediate fixing. With a hot fixative, these two steps can be 
combined. Cooling must happen fast, because an extended heating period causes deformations (Van 
Bezooijen, 2006). Formalin (4%) is most commonly used as a fixative.  Note, that formalin is harmful 
to human health and therefore fixation work must be carried out in a fume hood. After fixation, 
nematodes can be transferred to other preservatives. Nematodes can be counted and/or identified 
to broad taxonomic groups (i.e. family level) in suspension using an inverted microscope. 
Alternatively, for higher taxonomic resolution (i.e. genus- or species-level), nematodes should be 
mounted on slides (see Van Bezooijen, 2006 for detailed instructions), and identified using a 
compound microscope. For ecological studies, typically all nematodes in the sample are counted 
after which a random subset (± 150–200 individuals) of the nematodes is identified. For inference on 
“function”, nematodes are then often allocated to feeding groups (see above).  
 
Where to start 
EPPO (2013), Van Bezooijen (2006) 
 
Mesofauna extraction methods 
The mesofauna should be extracted from the soil and litter immediately after sampling, but storage 
for a short time (1–2 weeks) at 4–5 °C is common when there are practical limitations to extraction 
capacity. This is unlikely to affect the overall extraction results. Extraction of mesofauna from soil 
cores can be done either by active or passive extraction. Active extraction relies on mesofauna 
migration towards a collection device in response to a stimulus, for example temperature or water 
availability, and is by far the most common extraction method used (Andre et al., 2002). Passive or 
mechanical extraction methods are more commonly used when sampling larger soil organisms, and 
rely on the physical separation of the fauna from the soil by hand-sorting, flotation, or chemical 
extraction.  

For a critical review of different soil core extraction methods, including comparisons of efficiency and 
consequences for biodiversity estimates, see Andre et al. (2002).  
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Figure 4.10.6 Automated heat and light extractor, 
with a temperature controlled top (heating) and 
bottom (cooling) chamber. Soil cores are placed 
on top of a mesh, and a collection beaker with 
preservative is placed below, cooled by the 
bottom chamber. Photo: Heidi S. Konestabo. 

Active mesofauna extraction methods 

Heat and light extraction: Extracting mesofauna from soil cores by heat and light is the most 
common method for assessing springtails, mites, diplurans, and proturans. Heat extraction will also 
frequently extract earthworms, enchytraeids, bristletails, insect larva, and small adult insects and 
spiders, although other sampling methods are more suitable for these organisms (see protocol 4.11. 
Macroinvertebrate community composition). Heat and light extraction is often referred to as Berlese 

or Tullgren extraction, as the method was first developed 
and described by Berlese (1905) and Tullgren (1917). 
Later modifications to the extraction method have been 
described by MacFadyen (1961), Petersen (1978), and 
Andrén (1985). The principle of the method is to slowly 
heat and dry the soil sample from the top, while placing 
a collection beaker below, creating a temperature and 
moisture gradient which will induce movement of the 
mesofauna towards the collection beaker (Fig. 4.10.5). 
The set-up most commonly used today consists of a 
temperature-controlled top chamber, where heating 
elements (e.g. light bulbs) are used to create a set 
heating temperature, and a cooling chamber at the 
bottom (Fig. 4.10.6). Extraction temperature usually 
starts at room temperature and should be increased up 
to 60 °C over the course of about a week. Samples should 
be completely dry when extraction ends. Soil cores are 
placed inside the extraction chamber upside down, with 

the litter layer facing downwards, on top of a mesh to prevent soil particles from falling into the 
collection beaker below.  

The collection beaker should contain a liquid for killing and preserving the animals, for example 70% 
ethanol, benzoic acid, propylene glycol, or ethylene glycol. The extraction method can also be used 
for collecting live specimens: the collection beaker should then be layered with a substrate to keep 
the extracted animals moist, such as moist plaster of Paris.  

Moulting microarthropods as well as larval or nymphal stages of many prostigmatid mites are 
inactive and will not be extracted by heat. The mesh, on which the soil samples rest during 
extraction, might also discriminate against larger sized animals if the mesh size is small. The 
extraction apparatus also needs electricity for heating, which can be limiting in some places. An 
alternative using only drought has been described by Owen (1987). Mesh bags are filled with a 
soil/litter sample and placed inside an outer cloth bag. When the sample is left to dry out, the 
mesofauna will actively move out of the mesh bag and fall into a collection beaker in the bottom of 
the outer bag. 

Wet extraction: O’Connor wet funnel extraction (O'Connor, 1955) is primarily used to extract 
enchytraeids from the soil. Here, the same principle of using a heating source to create a 
temperature gradient in the sample as for the Berlese-Tullgren method is used. A mesh or sieve is 
placed inside a water-filled funnel or a bowl, with room for the collection of animals below. The 
funnel or bowl is filled with tap water covering the mesh, and the soil sample is placed on the mesh 
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so that it is completely soaked. Increasing the temperature gradually for 8–24 hours, the 
enchytraeids move away from the heat and towards the bottom of the funnel. By opening the funnel 
from below, or removing the mesh with the soil sample, the water with the live enchytraeids can be 
collected. The extraction method can also be used without heating if the extraction time is extended 
to several days. The enchytraeids should be collected daily if this method is used. Enchytraeids are 
best identified alive, preferably within 2 days after extraction. The water samples should be kept at 
5–10 °C, and the water should be changed daily to avoid deoxygenation. 

 

Passive mesofauna extraction methods 

Hand sorting: Hand sorting of field soil samples may potentially recover all mesofauna, including 
non-mobile forms such as eggs and dormant or immobile stages. However, the method is laborious 
and time-consuming, and it is difficult to detect and collect the smaller microarthropods efficiently. It 
works best with loosely structured soil types without roots or clay aggregates. For a comparison of 
hand-sorting techniques and time restraints, see Schmidt (2001).  

Flotation: Extraction by flotation relies on the hydrophobic properties of the cuticle of the organisms, 
or their specific gravity. The soil is suspended in water, and animals are collected from the water 
surface. This method can be useful when sampling loosely structured soil with few roots and clay 
particles, and with low organic content. Stirring or centrifuging the soil can increase the method’s 
efficiency. The method extracts inactive as well as active stages; however, only species with a 
hydrophobic cuticle will float on the water’s surface. Using a more dense solution such as brine or 
magnesium sulfate can extract all soil organisms with a specific gravity lower than the solution. The 
animals are then collected at the bottom of the fluid, and the samples will often have to be sieved or 
hand sorted after extraction by flotation. A detailed description of flotation devices and solutions is 
found in Edwards (1991). 

 

Pitfall traps, sticky traps, and field sampling by hand 

Larger, surface-dwelling mesofauna, especially large springtail and mite species, as well as bristletails,  
can be collected using similar methods as described for macroinvertebrate sampling (see protocol 
4.11. Macroinvertebrate community composition). Pitfall traps or sticky traps will catch organisms 
moving actively around on the soil or litter surface. Collection of animals directly from the soil or 
litter surface can be efficient, but this method is less suitable for assessment of soil communities as 
there may be an overrepresentation of migrating or aggregating individuals.  A brush, soft tweezers, 
or a pipette tip aspirator can be used to collect individuals by hand (Davidson & Broady, 1996; 
Sinclair & Sjursen, 2001). 

 

Morphological identification 

Identification of mesofauna is the most time-consuming part of the procedure and good taxonomic 
knowledge is needed. Species or family identification is usually done under a compound microscope, 
while coarse sorting and identification to functional groups can be carried out using a stereo 
microscope. Several identification keys to orders, families, and species exist: for springtails (Gisin, 
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1960; Fjellberg, 1998, 2007), mites (Balogh & Balogh, 1992; Krantz & Walter, 2009), and enchytraeids 
(Nielsen & Christensen, 1959; Schmelz & Collado, 2010). 

 

Where to start 

Andre et al. (2002), Edwards (1991), O'Connor (1955), Petersen (1978)  

 

4.10.2 Special cases, emerging issues, and challenges 

Genetic sequencing 

Genetic sequencing or molecular barcoding techniques to identify soil microbial communities have 
been widely applied, but such techniques for characterising nematodes and soil mesofauna are still 
relatively new, and only recently have seen an increase in application. For nematodes, taxa 
abundances can be determined using quantitative polymerase chain reaction (qPCR) techniques. For 
analyses of the taxonomic and functional composition of soil nematode communities, molecular 
diversity analyses can be used, such as DGGE, T-RFLP, and high-throughput sequencing (HTS). qPCR 
may reveal lower abundances than traditional morphological approaches. On the other hand, HTS 
produces higher taxonomic resolution, while relative HTS and relative morphological nematode data 
show very strong correlations (Geisen et al., 2018). Therefore, a combination of molecular and 
morphological approaches would provide the most detailed characterisation of soil nematode 
community responses to climate change (Geisen et al., 2018). Interestingly, Geisen et al. (2018) also 
indicate that while material costs are higher for molecular methods compared to morphological 
methods, the reduction in labour costs easily offsets the extra costs when sample sizes increase. This 
would particularly be the case in high-income countries. For more details on the progress and 
application of molecular nematode analyses, and comparisons of traditional morphological 
approaches and new molecular approaches, we refer to Sapkota & Nicolaisen (2015), Geisen et al. 
(2018), and Wilschut et al. (2019). For mesofauna, Oliverio et al. (2018) compare traditional 
morphological identifications of heat-extracted soil arthropod families with DNA meta-barcoded 
heat-extracted arthropods and DNA meta-barcoded bulk soil. The results are strongly correlated. 
However, discrepancies due to the lack of arthropod species in the reference databases and due to 
the presence of DNA from fragments of dead specimens in the bulk soil were found, as well as 
specific primer biases. 

 

4.10.3 References 

Theory, significance, and large datasets 

Andre et al. (2002), Bardgett (2002), Coleman & Whitman (2005), Coleman et al. (2018), Edwards 
(1991), Ferris et al. (2001) 

 

More on methods and existing protocols 

Andre et al. (2002), Edwards (1991), Geisen et al. (2018), ISO (2006, 2007a, 2007b, 2018), O'Connor 
(1955), Oliverio et al. (2018), Petersen (1978), Sapkota & Nicolaisen (2015), Yeates et al. (1993)  
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4.11 Macroinvertebrate community composition 
Author: Birkemoe T1 

Reviewers: Sverdrup-Thygeson A2, Gillespie MAK3, Eycott AE4,5 

 

Measurement unit: number or relative abundance per area; Measurement scale: plot; Equipment 
costs: €; Running costs: €; Installation effort: low to medium; Maintenance effort: medium to high; 
Knowledge need: high (species knowledge); Measurement mode: manual  

Terrestrial macroinvertebrates, that is invertebrates generally above 2 mm in size, mainly include 
insects, spiders, millipedes, centipedes, molluscs, and crustaceans (isopods), and most assemblages 
are functionally diverse, with high numbers of detritivores, fungivores, herbivores, and predators. 
Invertebrates, therefore, can significantly affect primary production, nutrient cycling, and 
decomposition. From a global perspective, macroinvertebrates are likely to modify responses of 
ecosystem processes to climate and global change. The high functional diversity and large number of 
interactions between macroinvertebrates and vegetation, fungi, and dead organic matter strongly 
suggest incorporating these into studies of terrestrial ecosystems and certainly into ongoing climate-
change studies. 

Macroinvertebrates vary from millimetres to centimetres in size and range from sedate species living 
their entire life on a few square metres to highly active species covering many kilometres during their 
lifetime. Many species also have life stages with highly different habitat requirements, such as some 
Lepidoptera that have herbivorous larvae but adults that feed on floral nectar. The effect of 
macroinvertebrates on vegetation or ecosystem processes is therefore highly dependent on the 
geographical and temporal scale of measurement. Pollinators, herbivores, detritivores, and predators 
forage on available flowers, plants, dead organic matter, or prey, respectively. Suitable food items 
may change during the arthropod life stages and species-specific phenology results in large variation 
in species composition throughout the year. Pollinators are discussed in protocol 4.12 Pollinator 
composition. 

 

4.11.1 What and how to measure?  

There are two main strategies for quantifying macroinvertebrates: i) estimate densities per area or ii) 
use relative measurements based on arthropod activity (Southwood & Henderson, 2000). The 
distinction between these two strategies is not always clear, however, as absolute estimates are 
rarely obtained. Use of traps can also be further divided into passive and active trapping – passive 
traps catch insects by chance and active traps attract species by bait, colour, chemical lures, or light 
(Leather, 2004). As this protocol strives to describe methods that quantify invertebrates in climate-
manipulated plots, attraction of species from larger areas is likely to include higher densities or 
species that are not strictly relevant to the plot. This limitation also applies to other studies focussing 
on local species composition. For a thorough discussion of all sampling techniques, see Southwood & 
Henderson (2000) and Leather (2004). 

When estimating macroinvertebrates it is essential to recognise that their behaviour changes with 
time of day, season, weather conditions, and life stage, influencing activity and habitat use. Care 
should therefore be taken to minimise this variation (i.e. sample in equal conditions or preferably at 
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the same time) when communities are compared between different sites. As there is no method that 
catches all macroinvertebrate groups, we will not define a gold standard, but rather describe the 
options related to the scale of plots and microhabitat of sampling. 

 

Table 4.11.1. Overview of methods of macroinvertebrate sampling. Suggested plot size is noted with an x. Subplots indicate 
that the sampling may need to be repeated in order to represent the plot scale. 

  Plot scale 

 
Methods 

≤ 0.25 m2 
0.25 m2 
– 1 m2 

1 m2 – 
10 m2 

≥ 10 m2 

Vegetation Suction x x subplots subplots 

 Visual search x x subplots subplots 

 Removal of vegetation for extraction - x subplots subplots 

 Vegetation beating - - x x 

 Sweep-netting - - x x 

 Emergence traps x x subplots subplots 

 Malaise, window, and sticky traps  - - - x 

 Fogging - - - x 

Soil surface  Suction x x subplots subplots 

and litter Visual search x x subplots subplots 

 Pitfall traps - x x subplots 

 Removal of litter for sieving/extraction x x subplots subplots 

 Emergence traps x x subplots subplots 

 

Densities per area 

In the methods described here, the sampling area is generally 
known and the invertebrates are estimated per unit area. 

Suction or vacuum sampling has proven highly useful in 
grasslands and agricultural systems and is particularly efficient 
in sampling insects from grasses and herbs. A suction sampler 
(Figure 4.11.1) catches macroinvertebrates such as spiders, 
beetles, planthoppers, and true bugs (Brook et al., 2008; 
Zentane et al., 2016). It is driven by a petrol engine that sucks 
arthropods out of an area defined by the aperture of the 
sampling tube. Both wide-hosed (>20 cm in diameter) and 
narrow-hosed (<15 cm in diameter) types are used, but narrow-

hosed types are usually most efficient and therefore 
recommended (Ozanne, 2004). Quadrats can be laid out and 
the nozzle run through the vegetation for a standard time 

Figure 4.11.1 Vacuum or suction 
sampling in a closed area. Photo: Anders 
Endrestøl, NINA. 
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period (e.g. 1 minute per 25 cm2; denser vegetation may require more time per unit area). A cylinder 
or tent with a known cross-sectional area can also be placed on the ground, the hose inserted 
through the top and the contents vacuumed up. This will ensure that fewer insects are being lost or 
being drawn into the area from the surroundings (Cherill, 2015). In one study using a 15.7 cm 
diameter nozzle, 16 seconds of sampling was enough to sample 90% of all beetles, spiders, 
planthoppers, and true bugs in grass turves covered by the nozzle compared to turf extraction and 
Berlese funnel techniques (Brook et al., 2008). The sampling efficiency depends on vegetation height 
and invertebrate groups present, as well as on the proficiency of the operator in emptying the 
collection bag (active insects can be lost). On the downside, a suction sampler will also suck up 
debris, removing more than just the macroinvertebrates from the site. Also, the method is sensitive 
to rain and dew, so collection should only be carried out in dry conditions. The method can be used 
for small to medium sized plots (Zentane et al., 2016; Facey et al., 2017; Table 4.11.1). 

Sweep-net capture is an easily-available method shown to efficiently sample invertebrates in shrubs 
and low vegetation (Figure 4.11.2). The 
method can be standardised by a given 
number of sweeps per area or by length of 
sweeping time (e.g. 5 or 10 minutes; Ozanne, 
2004). Higher vegetation complexity requires 
longer sweeping times or sweep numbers. 
The net should be moved in a figure-of-eight 
motion while moving forward to avoid 
overlap between sweeps. It has been found to 
be more efficient at catching larger arthropod 

species and less efficient with smaller species 
than suction sampling in coastal sage scrub, 
for example (Buffington & Redak, 1998). It was 
also demonstrated as an efficient way to catch Hymenoptera, Diptera, small Coleoptera, and 
arachnids in forests (Canaday, 1987). The efficiency of sweep-netting depends on the operator, with 
factors such as speed of net movement impacting catches, but it is also affected by vegetation 
structure, species composition, vertical distribution, weather conditions, and daily activity cycles of 
the insects sampled (pp. 267-8, Southwood & Henderson, 2000). Sweep-netting should not be 
carried out during wet weather. The method 
can be used in medium to large plots (Table 
4.11.1). 

Vegetation beating is an efficient method of 
invertebrate sampling of shrub land or forest 
vegetation and might be regarded as a 
method of estimating densities per area or 
recording a relative measure (see below) 
depending on the species in question 
(Southwood & Henderson, 2000; Ozanne, 

2004). It can be used on flowers, branches, 
twigs, or leaves and be standardised by using 
a defined number of similar force beats with a 

Figure 4.11.2 Sweep-netting in a grassland. Photo by John 
Rostron, CC BY-SA 2.0. 

Figure 4.11.3 Beating for insects in dead branches. Photo: Fritz 
Geller-Grimm, CC BY-SA 3.0 
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stout stick on a similar substrate and area. The invertebrates falling down are collected in horizontal 
canvas trays or an “upside down umbrella” of a standardised size and removed individually with an 
aspirator or soft forceps (Figure 4.11.3; Samways et al., 2009). As flying insects might escape quickly, 
it can be advantageous to have two people collecting from the tray. Beating was found to be the best 
method for collecting Hymenoptera and Coleoptera in understorey vegetation in a forest in Virginia 
using 10 beats and a 1 m2 sheet below the vegetation (Rohr et al., 2007). The method is dependent 
on dry weather and can be used in medium to large plots (Table 4.11.1). Visual search or direct 
counting can be used to track relatively immobile or conspicuous invertebrates on plants, such as 
certain butterfly larvae and adults, crickets, and snails (pp. 150-1, Southwood & Henderson, 2000). 
Counts of spider webs may also represent a proximate measurement of population size. Care must 
be taken not to disturb the animals when counting. For example, many caterpillars and aphids 
purposefully fall from vegetation when sufficiently disturbed as a defence reflex. The search should 
be carried out during a fixed time interval at a consistent time of the day, and preferably within a few 
days to minimise differences in population development, temperature, and moisture conditions. 
Depending on the animals in question, the method can be used in small to large plots. The size of 
animals and plot size will determine the time needed for observations (Table 4.11.1). 

Removing vegetation and litter within an area with a corer and transferring it to a plastic bag 
followed by extraction in Berlese funnels can give a higher number of macroinvertebrates than 
suction sampling and could provide absolute estimates for grass turves (Brook et al., 2008; Zentane 
et al., 2016). Removed litter may also be hand sorted or sieved before extraction. When electricity is 
unavailable, a Winkler bag can be used, which works on the same principle as a Berlese funnel, but 
without heat (Samways et al., 2009). Removal of vegetation and litter are highly destructive to the 
plots, but may potentially work at all scales by sampling several subsets of the plots (Table 4.11.1). 
Dead wood structures may also be broken open and inspected and the remaining invertebrates 
extracted or placed in emergence traps (see below).  

Emergence traps can be used to estimate insects in pieces of dead wood, fungi, litter, soil, and 
vegetation (Samways et al., 2009). The material is enclosed in a dark net or box with a mounted 
collection tube to which the insects are attracted by light. Ground emergence traps, i.e. a floorless 
black tent mounted on the ground with a collection tube in an upper corner, can be efficient for 
estimating densities of ground-living flies and nesting solitary bees as well as for dating their 
emergence. Emergence traps can catch insects present as larvae or pupae at the time of mounting if 
left for a longer time period. Parasitoids can be efficiently captured when emerging from particular 
substrates. The traps can be deployed in the field or transferred to the lab. When mounted on the 
ground, the vegetation can be affected by the trap, and removal of material will obviously disturb 
plots. Depending on material enclosed in the trap, this trap type can be applied to plots of all sizes 
(Table 4.11.1). However, the size and number of traps needed is highly dependent on the density of 
insects in the study area. When numbers are particularly low, such as in the High Arctic, they are 
likely to be inefficient. 

 

Relative measures 

In the methods described above, the relative abundance of invertebrates is estimated per unit area. 
With the trapping devices described below, the sampling area is generally unknown as the species 
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composition and abundances depend on invertebrates actively entering the trap. Thus, when 
interpreting the data, differences in numbers of the same species should be considered. 

Pitfall traps catch active, mainly polyphagous predators, foraging on the soil surface. The major 
taxonomic groups caught are ants, wandering spiders (Aranae: Lycosidae, Clubionidae), rove beetles 
(Coleoptera: Staphylinidae), and ground beetles (Coleoptera: Carabidae) (Southwood & Henderson, 
2000; Woodcock, 2004). In polar areas where several insect groups tend to stay close to the soil 
surface, pitfall trapping has also been used to compare catches of butterflies, midges, and flies (Høye 
et al., 2013). Pitfall trapping is one of the oldest and most-used techniques and a large number of 
studies have focused on trapping efficiency relative to trap construction and placement (Woodcock, 
2004). Generally, a pitfall trap (Figure 4.11.4) consists of a jar dug into the ground so that the rim is 
level with the soil surface and half filled with some sort of liquid preservative (saline solution or 
propylene glycol are the least attractive to animals and have low toxicity, to which a few drops of 
detergent is added to break the surface tension). An upper jar diameter of 6–9 cm and a 6–7 cm 
depth works well. A roof, 3–4 cm above the trap entrance, prevents overflowing during rain and 
dilution of preservative as well as blocking debris which could create insect escape routes from 
falling in. 

Use of a transparent roof minimises the influence of roofs on trap catches (Woodcock, 2004). 
Trapping periods depend on the rate of preservative evaporation (heat) and dilution (rain), number 
of animals caught (traps can fill up), and the 
research question, but generally range from 2 days 
in the tropics to a maximum of 4 weeks in colder 
areas. Use of two layers of traps, with only the 
inner trap removed during each emptying session, 
ensures minimal soil disturbance. The trap catches 
depend on the vegetation structure immediately 
surrounding the traps and, if comparing sites with 
highly different structure, removing vegetation 
immediately around the trap should be considered 
(Woodcock, 2004). Digging pitfall traps is 
destructive to plots and affects trap catches for a 
few days after installation. Pitfall traps can work on 
small to large plot sizes (Table 4.11.1). 

Malaise traps, sticky traps, pan traps, and 
interception traps are all ways to target flying 
insects and their effective use depends on flight 
activity. As most climate-manipulation plots are 
relatively small (<10 m2), flight-based insects traps 
are likely to catch insects from a much larger area 
or those merely passing by, and thus introduce too 
much noise for plot-related effects. However, they might be good for baseline data backing up plot-
level studies, gradient studies, or studies of changes through time, and a short description is 
therefore given. Malaise traps are tent-like structures attached to the ground and measuring up to 
2 m high. A traditional malaise trap consists of a fine mesh net intercepting flight in two directions 
and a roof leading the insects into a sampling jar with preservative. They come in several sizes and 

Figure 4.11.4 Pitfall trap. Photo: Anne Sverdrup-
Thygeson, NMBU, Norway. 
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colours, each affecting trap catches (bicoloured is the most used). A standard Townes-type trap 
usually needs about 2 m2 for proper mounting. Small and mostly flying invertebrates such as diptera 
(herbivores, detritivores, predators) and hymenoptera (herbivores, parasitoids) are particularly well 
sampled. Malaise traps work in damp conditions and may therefore be used as an alternative to 
suction sampling or sweep-netting if the understorey is constantly wet (Ozanne, 2004). Sticky traps 
catch flying insects such as pollinators, herbivores, or their parasitoids and predators, and have been 
used in Free Air CO2 Enrichment (FACE) studies (Facey et al., 2017) and studies of parasitoid 
communities on herbivores (http://www.helsinki.fi/foodwebs/parasitoids/). The catch depends on 
trap colour, height, and position (vertical, angled, horizontal) (Young, 2005). Interception traps 
(window traps) are traps undetected by flying insects and are most commonly used to catch beetles, 
but bees and other flying insects are also captured. Fully transparent material, often Perspex or 
acrylic, are used either in a cross shape or single panel and when a flying insect hits the trap, it falls 
down into a collecting bottle or tray with preservative and detergent (see pitfall traps above). 
Malaise traps, sticky traps, and window traps can be placed close to objects (trees, shrubs, dead 
wood) to increase the focus of the trap catches. For traps targeting pollinating insects such as pan 
traps, see protocol 4.12 Pollinator composition. 

 

Where to start 

Leather (2004), Samways et al. (2009), Southwood & Henderson (2000) 

 

4.11.2 Special cases, emerging issues, and challenges 

The use of image-based observations for estimating animals and plants is an emerging and highly 
interesting method (Burton et al., 2015; Steenweg et al., 2017). Combined with effective image-
analysis, this has a large potential for future species monitoring at least of the larger and easily 
identified macroinvertebrates. The use of environmental DNA (eDNA), that is sampling of DNA from 
the environment, also has a high potential for identification and monitoring of elusive and small 
species such as invertebrates (Bohmann et al., 2014). Invertebrates might also be pulverised and 
identified by DNA-barcoding. This can be time-efficient as compared with sorting and visual 
identification. To ensure the best material for barcoding, the macroinvertebrates should preferably 
be stored in 96% ethanol. 

We have not included canopy invertebrates in this protocol as they are outside the usual plot size for 
climate manipulation experiments. To sample these structures, traps (for example interception traps 
or sticky traps) could be mounted hanging from branches. If the canopy is very high, walkways, 
cranes, drones or other devices might be needed to access the area. Chemical knockdown can be 
used from the ground. Fogging or misting include insecticides (natural pyrethrum or synthetic 
pyrethroids, the first is most quickly broken down by UV-radiation) and can only be carried out under 
calm and dry conditions. The macroinvertebrates are collected at the ground, or higher up, by 
collection mats or trays. For more information about canopy sampling, see Ozanne (2014) and 
Samways et al. (2009). 
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Including flying macroinvertebrates such as insects in plot-level climate studies is challenging. Their 
occurrence might not relate to the effect of the treatment as they visit the plots only within 
snapshots of time. Thus care should be taken when interpreting the results and high sample sizes are 
preferable. Another important challenge is the removal of invertebrates from the plots. With the 
exception of visual search, which can only be used for some few species, the methods described in 
this chapter will potentially disturb ongoing interactions within the plots. Whether long time 
activated traps or repeated collections (vacuum sampling, sweep net, beating or fogging/misting) are 
the least disturbing method is unknown and likely to depend on species and plot size. Use of subplots 
for macroinvertebrate collection only are recommended if ecosystem processes, species interactions 
or other organism groups are to be measured simultaneously. 
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Theory, significance, and large datasets 
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4.12 Pollinator composition 
Authors: Gillespie MAK1, Hegland SJ1 

Reviewer: Sydenham MAK2 

 

Measurable unit: number of individuals/species, various indices; Measurement scale: site; 
Equipment costs: €; Running costs: €; Installation effort: low; Maintenance effort: low; Knowledge 
need: high; Measurement mode: manual  

Pollinators are usually insects that assist a wide range of flowering plants with pollination, i.e. they 
visit flowers to feed on nectar or pollen and inadvertently transport pollen to conspecific flowers. 
Sampling pollinators in experimental or observational studies can provide variables of community 
composition, species richness, and pollinator abundance. Pollination is important for a range of 
flowering species that rely on animals for cross-pollination (Ollerton et al., 2011), and both the 
composition and diversity of the pollinating community of a particular habitat can be important 
drivers of plant fitness, productivity, and biodiversity (Hoehn et al., 2008; Bartomeus et al., 2013). 
Pollinator communities are thought to be particularly sensitive to climate change through spatial and 
temporal mismatches between pollinators and their food plants (Hegland et al., 2009; Gonzalez-Varo 
et al., 2013). These changes may occur due to different changes in distribution and/or phenology of 
interacting species (Hegland et al., 2009) and are likely to impact vegetation community composition, 
agriculture, and the tolerance of habitats and ecosystems to changes (Gonzalez-Varo et al., 2013). 
Such effects are best studied over long time periods, but the potential for mismatch can be 
investigated using plot-level manipulations (e.g. Rafferty & Ives, 2012). At much broader scales, 
changes in pollinator community composition, diversity, and abundance can drive local or regional 
extinctions of key species and specialist plants and animals (Allen-Wardell et al., 1998) with habitat 
fragmentation and loss as the most important global driver (Potts et al., 2010). The protocols 
detailed here can therefore be used at a range of scales to study a number of global-change drivers. 
In general, serious impacts on food production have also been forecast in the event of severe 
declines in pollinator communities and diversity (Gallai et al., 2009), although it is often the more 
generalist and common species that contribute the most per capita to crop-pollination (Kleijn et al., 
2015; Senapathi et al., 2015). Nevertheless, in acknowledgement of the role pollinators play in both 
agricultural and wild ecosystems, many countries have, or are developing pollinator monitoring 
protocols (Westphal et al., 2008; Gezon et al., 2015). 

 

4.12.1 What and how to measure? 

There are a number of ways to assess the pollinator community of a site, with varying degrees of 
accuracy and time and skill required. The most common method, which is used by some established 
national monitoring schemes, involves collecting pollinators by pan-trapping, sweep netting, or a 
combination of the two (Westphal et al., 2008; Gezon et al., 2015). A plot-level approach can be 
taken, particularly when combined with plant studies (see also protocol 4.13 Pollinator visitation), 
but it should be noted that pan traps are active traps in that they attract flying insects from an 
unknown area. They are, therefore, only likely to be suitable for landscape scale studies that use 
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natural gradients as a proxy for manipulations, (e.g. space for time substitutions, Blois et al. 2013). 
Pan traps usually consist of a cluster of circular bowls measuring approximately 15 cm in diameter, 
each sprayed with UV reflecting paint. A combination of coloured bowls to reflect the prevailing 
flower colours in the region is usually selected to account for the range of colour preferences of local 
flower visitors. For example, one white, one yellow, and one blue bowl for each trap is commonly 
employed in northern Europe (Westphal et al., 2008). The bowls should be installed at the height of 
the surrounding vegetation and placed no closer than 5 m apart to avoid inter-trap competition 
(Droege et al., 2010). In short vegetation (e.g. grasslands, tundra), the bowls can simply be placed on 
the ground or held in place using a stake. Mounting the bowls on a large stake is recommended for 
taller vegetation types. Bowls should be half filled with 
water and a drop of liquid detergent added to break 
the surface tension. Traps are often emptied before 48 
h (Westphal et al., 2008) after setup to prevent 
decomposition of the insect material. The trapping 
time may be shorter due to practical considerations or 
high insect abundance, but normally covers at least one 
flying day, i.e. 12 daytime hours. For longer trapping 
periods (e.g. a week), a mixture of water and clear 
propylene glycol (50:50) can be used (Rubene et al., 
2015), although this approach incurs the risk of rainfall 
diluting the mixture and causing it to overflow as well 
as masking of the reflecting surface of the bowls due to 
the greater volume of insects. Propylene glycol acts as 
a preserving agent in this mixture, but other work has 
suggested that antifreeze for mobile home drinking 
water systems could provide a less toxic (although less 
effective) alternative (Thomas 2008). Traps should 
ideally be placed out in standardised weather (e.g. 
relatively high temperature, low wind, no rain) to 
ensure as many species are flying as possible or record 
the weather variables to control for their influence. To 
remove captured material, the liquid should be 
preserved (particularly if it contains glycol) by sieving 
over another trap or other vessel, and the insects 
emptied into a plastic ziplock bag. The specimens can 
then be frozen before drying and mounting or 
identifying. If specimens cannot be frozen on the day of 
removal, a quick spray of hand sanitizer or ethanol will 
help with preservation. Storing in ethanol should be avoided where possible, as it can fade the 
colouration of species like bumblebees. 

For sweep-netting approaches (also see protocol 4.11 Macroinvertebrates community compisition), 
the only installation required is to determine the location of transects and the time when surveys are 
conducted. If the aim of the study is to survey as much of the community of a site as possible, it may 
be desirable to place temporary transects deliberately through a range of habitats at peak flowering, 

Figure 4.12.1 Representative transect allocation 
example from Gillespie et al. (2017). The majority 
of this 2 x 2 km landscape is arable agriculture 
(93.6%), so 940 m of the 1 km linear transect has 
been allocated to this habitat type. The transects 
are split into 4 sub-sections for practicality. The 
remaining 60 m of transect is allocated to hay 
meadow (4.7% land cover; 1 x 50 m sub-transect) 
and improved grassland (1.3%, 1 x 10 m sub-
transect). The habitat types rough-low productivity 
grassland (0.3%) and mixed woodland (0.1%) have 
no transect segments as the cover is considered to 
be too small. There are also 2 x 20 sub-transects 
for linear features (hedges, roadsides, walls/fences 
and water edges). 
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and complete those transects at different times of the day to capture early and later flying insects. 
Alternatively, variable transects can be chosen whereby observers walk steadily in a set direction 
passing from one cluster of floral resources to the next, rather than along a fixed straight line 
(Westphal et al., 2008). However, if the study question requires a more representative and/or 
random sample of a set area, it is recommended that transects are placed remotely before fieldwork 
to avoid bias, and that the order of transects are randomised during each sampling session. For 
example, in a pollinator study of British landscapes, Gillespie et al. (2017) allocated sub-sections of a 
1-km transect proportionately depending on the areal cover of different habitat types (Figure 4.12.1). 

More recently, studies have shown that vane-traps (hanging bowls or bottles with cross-vane panels 
mounted at the opening) may provide a complementary method for sampling wild bees as they 
capture species not caught by pan traps and sweep-netting (Rhoades et al., 2017; Figure 4.12.2). The 
sampling protocol for vane traps largely follows that of pan traps and is not discussed in detail here. 
In general, the choice of method depends on resources available and the research question. While 
the trapping methods are less labour intensive than sweep-netting, they only provide information on 
the presence and relative abundance of pollinator species, whereas sweep-netting allows the 
recording of plant species visited and the construction of plant–pollinator networks (see protocol 
4.13 Pollinator visitation). Furthermore, while pan traps attract a wide range of pollinators, the 
method can under-sample larger and stronger flying insects (Cane et al., 2000) and the choice of trap 
colour and trapping date can bias the sample (Wilson et al., 2008). Moreover, the efficiency of 
different colours of pan traps depends on the background vegetation which can act as a confounding 
factor that is difficult to measure (Saunders & Luck, 2013; see below). Overall, pan traps and sweep-
netting may reveal similar species compositions, but pan traps have been found to catch more 
specimens and to be the superior method of the two in terms of detecting species richness 
(Westphal et al. 2008). Whichever method is chosen, it is recommended that sites are sampled 
several times during the flying season of target species as many pollinators have seasonal flight 
activity patterns (Oertli et al., 2005). 
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Figure 4.12.2 Different pollinator traps. A cluster of pan traps set up to collect pollinators (left). Photo: Catherine Jones. 
Sweep-netting for pollinators along a predetermined transect (right). Photo: Stein Joar Hegland. 

 

A further consideration for method choice and sampling schedule is the expense of post-capture 
identification. While some netted insects can be identified to species in the field depending on 
collector skill, all methods often require a large post-trapping effort to identify all specimens to 
species level. Depending on the trapping effort and availability of skilled taxonomists, this can be 
time-consuming and expensive. For this reason, all sampled insects must be placed in a preservation 
medium (e.g. >80% ethanol) or frozen for storage before pinning, labelling, and identification. 

Following the identification of insect material, several variables can be derived: total number of 
insects and of each species group, species richness and diversity indices of the total catch and for 
each group, and species composition are the most common. Species composition data are the most 
detailed as they do not require the data to be summarised into a single metric, but these matrices 
are also sometimes the most challenging to interpret and analyse. A number of multivariate 
statistical approaches exist to analyse compositional data, from exploratory approaches such as 
principal component analysis to more comparative approaches such as canonical analysis (Legendre 
& Legendre, 2012). Conversely, species abundance, richness, and diversity data can be used as 
dependent variables in most univariate statistical approaches. However, while diversity indices (see 
also protocol 4.8. Plant community composition) are designed to try and capture aspects of 
abundance and species richness in a single figure, each index is thought to be biased in some way 
and is the subject of debate (Loreau, 2010). The researcher should therefore consider carefully which 
index is most relevant to the research question. Furthermore, care should be taken when 
interpreting data from pan traps as it is difficult to ascertain the boundaries of the trapping area. 
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Bronze standard 

Pollinators of some species can be sampled by visual observation or via netting using the transect 
method outlined above but without the use of taxonomists to identify specimens to species level. 
This method requires either good identification skills of the observer, or the use of a more coarse 
identification system whereby species are classified according to their size, to a broader taxonomic 
classification scheme (e.g. bumblebees, honeybees, solitary bees, hoverflies, other flies, wasps) or by 
their functional traits (e.g. long-tongued v. short-tongued bees). The specific grouping will depend on 
the system studied and the research questions. Group-level approaches are often precise enough to 
answer broad ecological questions (e.g. Hegland & Totland, 2012). 

 

Where to start 

Gezon et al. (2015), Gillespie et al. (2017), Hegland & Totland (2012), Westphal et al. (2008) 

 

4.12.2 Special cases, emerging issues, and challenges 

Perhaps one of the main issues with this protocol is that it is often not possible to define the scale of 
the study. As flying insects are mobile organisms with ranges that vary from species to species (10 km 
for honey bees, 100 m for some parasitoid wasp species), it can be impossible to determine the 
boundary of the study area. This may be less of a problem for central-place foragers (e.g. bees) that 
show steep decay curves in abundance as the distance to source habitats increase than for non-
central-place foragers (e.g. hoverflies) which are more ephemerally distributed throughout the 
landscape (Jauker et al., 2009). For single site, plot-level studies this renders the protocol to be more 
of a background data-gathering procedure. For wider, landscape scale studies the protocol can be a 
useful sampling procedure, but it is important that the study landscapes are sufficiently separated in 
space to avoid overlapping populations. Gillespie et al. (2017), for example, ensured that study 
landscapes were at least 6 km apart. 

A further challenge to researchers is the placement of traps on site, which is also dependent on the 
research question. For example, to attempt to complete a census of a single site, Westphal et al. 
(2008) set out 5 traps spaced 15 m apart. In contrast, to compare pollinator composition between 
field sites, Gillespie et al. (2017) placed 5 traps within a 660 x 660 m study square, with traps no 
closer than 50 m apart. Furthermore, the capture of pollinating insects in pan traps depends in part 
on the amount of floral resources in the local area (Dafni et al., 2005). Pan traps are supposed to 
simulate a food source to adult insects, so if there are a lot of floral resources available in the 
landscape, the appearance and attraction of the traps may be diminished compared to landscapes 
with fewer floral resources. In any case, it is recommended to record the number and types of 
flowers in the immediate (1 m radius) vicinity of the trap to use as a covariate in analysis. Vegetation 
information on wider scales may also be needed, although this has not been explored adequately to 
date. 

Despite the above uncertainties, these methods often result in a large number of specimens and any 
collection will contain an enormous range of information. For example, many non-target species will 
be caught in pan traps and these specimens can themselves hold important information about the 
study areas. It is recommended that they are preserved and expertise sought to identify these insects 
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further. For example, following a pollination study in the UK comparing organic and conventional 
agricultural landscapes (Gabriel et al., 2013), the “by-catch” was examined for tachinid fly specimens 
and a further paper published addressing a similar research question (Inclan et al., 2014). 
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4.13 Pollinator visitation 
Authors: Hegland SJ1, Gillespie MAK1 

Reviewer: Sydenham MAK2 

 

Measurement unit: number of pollinators per flower per time unit/various network descriptors; 
Measurement scale: site, plot, plant or flower; Equipment costs: €€€; Running costs: € Installation 
effort: low; Maintenance effort: low; Knowledge need: medium; Measurement mode: manual  

Data on pollinator visitations are usually collected via observations of interactions between animal 
pollinators and flowers and can be recorded at one or several sites. Such pollinator visitation 
observations can be used across a wide range of climate- and global-change studies. The data are 
relevant both when performing experiments on plant or insects and when observing fine- to coarse-
scale impacts of various factors. The data are specifically used to i) calculate the pollinator visitation 
rate, ii) describe the structure of individual plant–pollinator interaction networks (see Protocol 4.12 
Pollinator composition), and iii) describe the structural differences between networks if several study 
sites are surveyed. 

The pollinator visitation rate (also called “flower visitation rate”, e.g. the number of pollinators 
visiting a flower per unit time) is the most commonly used variable to assess animal pollination and 
its contribution to plant reproduction (Garibaldi et al., 2013). Animal pollination is the most common 
pathway of sexual reproduction in plants and is considered a key regulating ecosystem service due to 
the mutual benefits for plants and pollinators. Nearly 90% of wild flowering plants depend on animal 
pollination to varying degrees (Ollerton et al., 2011) and pollination contributes up to 35% of global 
crop production volume (Klein et al., 2007; IPBES, 2016). As plant–pollinator interactions are thought 
to be sensitive to global climate changes through spatial or temporal mismatches or by interacting 
with other global drivers such as habitat loss and invasive species (Hegland et al., 2009; Schweiger et 
al., 2010), consequent changes in visitation rate may impact seed and fruit production in plants and 
crops. For example, reduced visitation rates may increase pollen limitation and decrease crop 
production (Allen-Wardell et al., 1998; Potts et al., 2010). Other studies have demonstrated potential 
climate-induced mismatches by manipulating flowering phenology and observing pollinator visitation 
(Rafferty & Ives, 2011; Gillespie et al., 2016). The protocols described here are relevant for studying a 
wide range of non-climatic anthropogenic influences on pollinator visitation such as habitat loss and 
fragmentation, invasive species, vegetation composition, and land-use change. Independent of any 
study aim, the variables can be collected as part of site census work, gradient studies, site 
comparisons, or plot-level experiments. However, it should be noted that it is often difficult to 
manipulate the pollinator side of the interaction as they operate on coarser scales than plants.  

Plant–pollinator network descriptors have become common variables in the ecological literature. 
Network structure descriptors provide the researcher with the tools to compare communities in time 
and space by statistical network patterns (Bascompte et al., 2003; Olesen et al., 2008; Jordano, 
2016). In particular, the structural descriptors of mutualistic networks may indicate their robustness 
to perturbations (Rezende et al., 2007) such as climate change (Hegland et al., 2010). While many 
diverse networks are considered to be robust against the perturbations associated with climate 
warming (Hegland et al., 2009), there is much still to learn about these food webs and global change 
(Schmidt et al., 2017). 
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4.13.1 What and how to measure? 

Measuring the pollinator visitation rate necessarily includes the counting of both pollinators and 
flowers and is largely done non-destructively to avoid influencing the number of possible visits. 
However, the aim of the study influences the choice of scale (flower, plant, plot, site) and precision in 
the recordings. Plot-level studies often provide the best quality pollinator data, but plant-level 
recordings represent the highest quality data for both pollination and plant reproductive studies. 
Plot-level studies can be combined with plant/flower-level studies by tagging plants/flowers. 

Plot-level recordings are often used for community studies where both plant and pollinator related 
questions are in focus. Such studies enable the observation of pollinator visitations to several plant 
species simultaneously and may involve the determination of pollinators to taxonomic group or 
species level (Hegland & Totland, 2005). Plot-level recordings are usually conducted within a set area, 
for example 1–5 × 1–5 m plots (or the circular equivalent), large enough to obtain the variation of 
plants and pollinators that are in focus and easily perceived by the observer(s) available. The plots 
are often permanent within or across seasons, but may also be single-census plots depending on the 
aim of study. First, the number of pollinator visitations to each plant is recorded within a set time-
period, and second, the number of flowers or inflorescences for each flowering species is counted. 
The time-period of observation ranges in many studies from a few minutes to a few hours, 
depending on the study system and insect density. For example, in the High Arctic a low density of 
flying insects requires longer (e.g. 2 x 20 min per plot per day; Olesen et al., 2008) than, for example, 
in a temperate grassland (e.g. 1 x 10 min per plot per day; Hegland & Totland, 2005). Researchers 
must adapt to the system-specific properties and be guided by previous studies in similar 
environments (see also below). 

Plant-level recordings are often used when research questions mainly relate to plant reproduction of 
one species (see also protocol 4.1 Plant sexual reproduction) or to pollination by specialist pollinator 
species. In these cases, the observations are the same as plot-level studies, but a number of 
individual plants or flowers of the focal species are marked and observed repeatedly. Recordings at 
this level are also used when observing pollinator visitation and plant reproduction at the plant level 
is difficult, for example in trees. In all cases, it is recommended that observations are carried out on 
multiple days and across multiple sites (Fijen & Kleijn, 2017). 

To measure network structure descriptors and interaction turnover it is necessary to construct plant–
pollinator networks, which also requires the sampling of species interactions (Figure 4.13.1). This can 
involve either standardised observation periods (often 2 x 20-min; e.g. Olesen et al., 2008) as 
described above, or preferably a transect method standardised by distance, time, or both (e.g. 25 m 
and/or 5 min subtransect; e.g. Westphal et al., 2008; Hegland et al., 2010; see also protocol 4.12. 
Pollinator composition). However, at higher latitudes and elevations sufficient data may only be 
attainable via the observation or plot method due to low species diversity and a reduced occurrence 
of interactions (Olesen et al., 2008). In the transect method, the observer walks along transects 
recording pollinators observed feeding from flowers or capturing them by netting for later 
identification (Hegland et al., 2010). In both cases, the flower species is also recorded. Plant–
pollinator networks are then constructed, from which descriptors can be calculated (Nielsen & 
Bascompte 2007; Hegland et al., 2010; Jordano, 2016). 
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Figure 4.13.1 An example of a plant–pollinator network. 

 

When using permanent plots or transects it is essential to mark and map their location to enable 
accurate resampling. Metal tubes may be inserted into the soil for relocation with a metal detector if 
other aboveground markings (e.g. plastic tubes, pegs, flags) may be disturbed by grazing, trampling, 
or other factors. When catching pollinators for later identification, much more equipment is required 
(sweep-net, storage vials, preservation materials; see also protocol on 4.12. Pollinator composition) 
and expert taxonomists may be required to determine specimens to species level (Prys-Jones & 
Corbet, 2011). If transects or observation periods are to be timed, a timer is required and it is 
recommended that in situ weather data are collected (temperature, rainfall, cloud cover, wind speed 
and direction) as these may be important covariates. Where possible, observations of insect 
visitation should be constrained to standardised weather conditions such as calm days with no rain 
and relatively high temperatures above to ensure the majority of the pollinator community are in 
flight (Totland, 1993, 1994; Kleijn et al., 2015). 

 

Interpretation 

The most common way to use and interpret pollinator visitation data is to use the number of flower 
visits by a pollinator species (i.e. Bombus terrestris), a pollinator group (Bombus sp.), or all pollinators 
to a single or multiple flowers per unit of time (Ricketts et al., 2008; King et al., 2013; Fijen & Kleijn, 
2017). Alternatively, at the plot level the number of visits to flowers in a plot divided by the number 
of flowers for a set time period can be calculated (Lazaro et al., 2013). However, a recent study has 
warned against analysing proportions as both the numerator and denominator can have distinct and 
unknown error distributions. It may be preferable, therefore, to analyse the number of visitors as 
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count data and use the number of flowers as an “offset” variable (a component of the linear 
predictor of a Poisson model held constant, while other covariates are evaluated; Crawley, 2013) to 
account for sampling effect (Reitan & Nielsen, 2016). The rate of pollinator visitors to a plant or plot 
can be interpreted in a number of ways, depending on the research question. For example, a decline 
in visitation rate over time can be an indication of the effectiveness or state of the pollinator 
community (Ricketts et al., 2008), or, in comparative studies, as the degree of attraction of the 
plant/plot to insect visitors (Lazaro et al., 2013). More attractive or rewarding plant species and plots 
are likely to attract a greater number of total visits and, depending on the research design, visits from 
a wider range of species or taxonomic groups. These variables can also provide an indication of the 
relative size and composition of the local pollinator community, with more visits by a diverse range of 
pollinators expected in an area with a rich and healthy community. 

When constructing plant–pollinator networks there are many potential statistics to calculate based 
on the two-part matrices (reviewed in Bascompte & Jordano, 2007), although care must be taken 
with their use as they can be sensitive to sample size (Nielsen & Bascompte, 2007). Basic metrics 
such as number and diversity of plant and pollinator species and the number of interactions can 
easily be calculated. In addition, nestedness, connectance, link density, and the degree-strength 
relationship are descriptors of mutualistic networks that provide an estimation of robustness against 
perturbations and losses in interactions (Bascompte et al., 2003; Rezende et al., 2007; Hegland et al., 
2010). For example, networks with greater levels of connectance and nestedness have a stronger 
core of generalist species which subsequently aid the persistence of specialised interactions 
(Bascompte & Jordano, 2007). In general, the analysis of mutualist networks can be a complex 
undertaking and readers should become familiar with some key studies (see Where to start below) 
and theory before planning such a study. 

 

Where to start 

Bascompte & Jordano (2007), Hegland & Totland (2005), Hegland et al. (2010), Olesen et al. (2008), 
Rezende et al. (2007) 

 

4.13.2 Special cases, emerging issues, and challenges 

A key issue to determine is the length of time of the observation period, which depends on a number 
of factors. For example, the researcher should consider the time available for observations, the 
number of focal species, methods of studies with similar research questions, and the required 
sample size when choosing the time period. Furthermore, a recent study found that the minimum 
observation time required to accurately represent visitation rate varies between days and field 
locations with observations peaking in the middle of the day and at 29 ˚C (Fijen & Kleijn, 2017). Fijen 
& Kleijn (2017) conclude that the time taken for a set number of pollinators to visit the plot or plants 
may provide a more accurate estimate of visitation rate. 

An additional emerging issue is the distinction between flower visitors and effective pollinators. In 
the absence of observations to the contrary, a flower-visiting insect touching the sexual organs of a 
flower may be assumed to be a pollinator and included in plant–pollinator networks (Hegland et al., 
2010). However, in some cases the insect may not be effective as a pollinator, taking the floral 
reward without providing the pollination service, or may be an inefficient pollinator (King et al., 
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2013). King et al. (2013) therefore propose the use of the variable “single-visit deposition” of pollen 
on virgin stigmas as a more practical measure of pollinator effectiveness. They further highlight the 
need to consider the effectiveness of insect-visitors in plant–pollinator network studies. In the 
strictest sense, if data on pollen deposition or pollinator effectiveness is lacking, flower-visitors 
should only be considered to be pollinating if they i) come into contact with the stigma and ii) have 
morphological features (e.g. hairs) that would allow them to carry and deposit pollen, otherwise they 
should be referred to as flower-visitors. 

Methods described above for constructing plant–pollinator networks are “phyto-centric” in that the 
focus is on the visitors to the plant species. Alternative “zoo-centric” methods, such as sampling the 
pollen attached to the bodies of pollinators are less common (Jordano, 2016), perhaps because they 
require identification of both insect and pollen species. In some cases, such as the identification of 
pollen attached to museum specimens (Bartomeus et al., 2011), the extra identification work is not 
required, however. Nevertheless, combining data from both phyto- and zoo-centric studies could 
provide a more complete analysis of interactions and ecosystem services provision (Jordano, 2016). 
Networks can be constructed as qualitative or quantitative food webs containing information on 
interaction strength or species abundance with the quantitative approach containing most 
information (Memmott, 1999). 

With some extra effort, planning, and species identification, plots and data used for calculating 
visitation rates may also be used to derive estimates of flowering phenology, pollinator composition 
and diversity, plant–pollinator networks, etc. (Westphal et al., 2008; Fijen & Kleijn, 2017); see also 
protocol 4.5 Aboveground plant phenology and 4.12 Pollinator composition. 

The field of pollinator networks is constantly developing and understanding spatial turnover, and 
subsequently the heterogeneity among sites or communities, is central to many biodiversity issues. 
For example, new metrics such as the H2’ index, which measures the degree of specialisation in 
networks, are thought to be more sensitive to perturbations (Blüthgen et al., 2006; Hoiss et al., 
2015). Likewise, the identity of interacting species within plant–pollinator networks varies along 
environmental and spatial gradients (Trøjelsgaard et al., 2015), which potentially aids the long-term 
persistence and capacity for evolutionary adaptation under climate change (Burkle & Alarcon, 2011). 
The focus on interaction-turnover is relatively recent with many questions remaining unanswered 
(Burkle et al., 2016). 

 

4.13.3 References 

Theory, significance, and large datasets 

Fijen & Kleijn (2017), Jordano (2016), King et al. (2013), Ricketts et al. (2008) 

 

More on methods and existing protocols 

Fijen & Kleijn (2017), Hegland et al. (2010), King et al. (2013) 
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4.14 Plant pathogen and invertebrate herbivory 
Authors: Wilfahrt P1, Halliday FW2 

Reviewers: Barrio IC3, Te Beest M4,5 

 

Measurable unit: damage severity/community load; Measurement scale: plot; Equipment costs: €; 
Running costs: none; Installation effort: low; Maintenance effort: low; Knowledge need: medium; 
Measurement mode: manual  

Quantifying damage severity on plant organs from invertebrate herbivores and viral, bacterial, and 
fungal pathogens (herein collectively called plant enemies) helps connect often difficult-to-measure 
abundances of these enemies to plant community and species dynamics. Changes in enemy damage 
can reflect bottom-up ecosystem responses to changes in plant diversity resulting from changes in 
the local environment, such as increased CO2 or temperature (Mitchell et al., 2003; Rúa et al., 2014). 
Plant enemies can also be directly affected by environmental changes and drive top-down changes to 
plant hosts due to changes in enemy abundance (Mordecai, 2011; Gillespie et al., 2013) or activity 
(Barrio et al., 2016). Understanding links between changes to the physical environment and plant-
enemy interactions is critical as climate change can cause range expansion or increased abundance of 
plant enemies (Garrett et al., 2006). This protocol is applicable to other global-change drivers, such 
as soil eutrophication, as they can also affect the abundance and impacts of natural enemies at the 
species and community level (Halliday et al., 2019). 

 

4.14.1 What and how to measure? 

Damage by pathogens and invertebrate herbivores is typically more localised than that of vertebrate 
herbivores (Kotanen & Rosenthal, 2000). Vertebrates typically remove entire organs and damage is 
often quantified at the whole plant scale, as opposed to damage within plant organs that often 
characterise invertebrate consumers and plant disease. For vertebrate herbivory we refer to protocol 
4.15 Vertebrate herbivory. This section focuses on aboveground invertebrate plant damage. 
Belowground plant enemies are more challenging to assess and are addressed in the subsection 
4.14.2 Special cases, emerging issues, and challenges. 

 

Leaf damage 

Gold standard. The most commonly assessed plant organs for enemy damage are leaves as they 
receive the majority of aboveground damage and this type of damage is highly apparent (Barrio et 
al., 2017). Foliar damage is optimally assessed by collecting fully expanded, moderate-aged leaves 
from target species, scanning them, and quantifying the percentage of the leaf that has enemy 
damage using image analysis software (Parker et al., 2015). Leaves should be kept cool and moist 
during this period to avoid desiccation and shrinkage that will bias results. The percent leaf area with 
necrosis (cell death), chlorosis (chlorophyll insufficiency), or the area removed or affected by other 
feeding activities is symptomatic of enemy damage. As a minimum, leaf damage should be 
partitioned into pathogen and invertebrate herbivory damage, but it is recommended to further 
partition by damage type listed in Table 4.14.1. Examining a subset of leaves under magnification and 
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with a source of light through and against the leaf surface is recommended to ensure that 
categorisation into damage type is accurate (Barrio et al., 2017; see Figure 4.14.1). Here, researchers 
should look for evidence of mechanical damage (e.g. shredding, tearing of plant fibre) that is 
symptomatic of invertebrate damage, different shaped lesions with differently coloured moulds or 
powders that are symptomatic of fungal damage, or lesions without coloured moulds or powder that 
are symptomatic of bacterial or viral lesions (Liu et al., 2016). When none of these signs are evident, 
chlorosis is likely due to other 
environmental stresses (e.g. 
potassium deficiency) and 
should not be attributed to 
enemies. The effects of 
phloem-feeding insects are 
difficult to quantify, as sucking 
damage can be nearly 
impossible to detect. 
Nonetheless, the effects of 
these herbivores might be as 
relevant as other damage types 
(Kozlov et al., 2015b). 

The selection of focal plant 
species on which to measure 
damage will depend on the 
study system. For studies on 
single plant species or 
experimental communities that 
are maintained at specific compositions, a minimum of 20 leaves per species per plot or site should 
be sampled from different individuals (selected haphazardly) and at different plant heights, or split 
evenly among individuals when less than 20 individuals are present (Mitchell et al., 2002). Because 
damage can be strongly determined by leaf age (e.g. Halliday et al., 2017a), leaves should be selected 
by either stratifying across age classes (e.g. Halliday et al., 2017b) or through a randomisation 
procedure (e.g. Zvereva & Kozlov, 2019).  In certain regions, such as tundra ecosystems, the 
frequency of damaged leaves is often low, thus larger sample sizes of at least 100 leaves per 
sampling unit are recommended (Barrio et al., 2017). For studies on natural vegetation, species 
selection should be based on vegetation cover surveys (see protocol 4.8 Plant community 
composition). Ideally all species will be sampled, but when species diversity is too great for this to be 
feasible, rare species can be removed (for example, Heckman et al. (2016) only used species with at 
least 5% cover in any plot). It should be noted that sampling fewer plant species will likely bias 
estimations of community damage severity (Zvereva & Kozlov, 2019), as rare species are more likely 
to avoid enemy damage (Mordecai, 2011) and rarity can arise as a consequence of enemy avoidance 
(Klironomos, 2002). Additionally, as the number of species sampled increases, it may be sensible to 
reduce replicate leaves per species, although we recommend never going below 5 leaves per species 
per plot.  

Multiple surveys of permanently marked plants may reveal important components of enemy damage 
such as rates of herbivory (Anstett et al., 2016) or phenological characteristics and species 

Figure 4.14.1 Using a light source can increase the apparency of damage. Be 
sure to check both sides, and also hold the leaf to the light to detect damage 
that may be less conspicuous. 
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interactions among plant enemies (Halliday et al., 2017a). Depending on the research questions, the 
advantages of repeated measurements should be considered, although the time investment can be 
considerable. As such, we believe single surveys are, in most situations, adequate (Kozlov & Zvereva, 
2017) and typically the only option given the destructive method we recommend as the gold 
standard. When only one damage survey is feasible, it is ideally matched to the peak growing season 
of the vegetation, unless there is a specific phenological focus of the study (e.g. spring budburst). An 
additional temporal consideration is that chronic, small-scale enemy damage can have stronger 
effects in the long-term than a short-term, large-scale enemy damage event (Mitchell, 2003; Zvereva 
et al., 2012). 

Quantifying foliar damage in forest systems presents additional challenges due to the size of 
individual plants. In cases where significant portions of a tree are visibly damaged, it may be more 
practical to record foliar damage as a percentage of the individual affected, as opposed to surveying 
individual leaves (Eichhorn et al., 2016). In this scenario, damage to the crown should be recorded by 
estimating percent damage in 10% increments (i.e. 0%; 1–10%; 11–20% etc.). In temperate and 
boreal forest systems, enemy damage for woody species is often recorded at a higher level of 
specificity for damaging agents than herbaceous species, and you should refer to Tables IV-8 to IV-11 
in the ICP Forests Protocol for possible causal agents (Eichhorn et al., 2016). 

Bronze standard. When scanning leaves is not an option, visual assessments of the percent of leaf 
tissue damaged by plant enemies can be estimated in the field. Quantifying percent damage for 
leaves is frequently aided by digitised images of known severity such as those provided for 
agricultural crops (James, 1971). When this technique is used, it is critical to have one party sampling 
all plants to avoid observer bias between samplers (e.g. Johnson et al., 2016). When multiple parties 
are required, they should “calibrate” their damage estimates on sample plants to avoid this bias as 
much as possible. Note that because of this bias, this method makes cross-study comparisons such as 
relative rates of damage inadvisable. Kozlov & Zvereva (2017) found that leaf scanning, 
measurements with a grid or dot grid method and visual assessment using cover classes yielded 
statistically indistinguishable estimates when specific plant–insect species herbivory was studied. 
Nevertheless, we recommend leaf scanning when possible as plant pathogen damage can be difficult 
to estimate accurately (Cooke, 2006) and scanning is the least subjective method, making between-
research group comparisons possible. When visual assessment of percent leaf damage is the chosen 
method, the value of repeated sampling of leaves should be assessed as discussed above. A last 
option is to simply record presence or absence of damage on plant leaves, as has been 
recommended as a rapid assessment tool in other protocols (Meyer et al., 2015). However, we 
recommend against this when possible, as the loss of information is significant.  

 

Damage to other plant organs 

Stem damage is more difficult to assess as a percentage because these organs are generally not 
functionally two-dimensional like leaves. Thus, for herbaceous systems where stem damage may be 
important, it is recommended that 20 individuals per species of interest per plot are haphazardly 
selected and stem damage is recorded as presence/absence and partitioned by damage type when 
applicable (Roy et al., 2004). Damage prevalence can be calculated as the percentage of individuals 
showing damage symptoms across the sampled population. Stem damage to trees, however, can be 



Halbritter et al. (2020) The handbook for standardised field and laboratory measurements in terrestrial climate-change 
experiments and observational studies (ClimEx). Methods in Ecology and Evolution, 11(Issue) Pages. 

 

S371 
 

recorded using the same 10% increment classes as crown damage to estimate the average 
percentage of the stem circumference that is damaged along the entire bole (Eichhorn et al., 2016). 

Plant reproductive organs are also susceptible to enemy damage, which can severely reduce plant 
fitness. Given the high degree of specialisation of inflorescences and seeds, a standardised method 
for assessing damage severity within such a structure is impractical (Stowe et al., 2000). Instead, 
damage prevalence can be measured by the percentage of damaged individuals (Abbate & 
Antonovics, 2014). Within individuals, the percentage of damaged organs can be recorded as a 
metric for damage severity (e.g. percent flowering tillers with damaged inflorescences, Groppe et al., 
2001; percent damaged seeds, Asikainen & Mutikainen, 2005). Accounting for post-dispersal seed 
loss from invertebrates and pathogens requires experimental approaches that exclude enemies, 
generally by applying pesticide (Hulme, 1994) or fungicide (Clark & Wilson, 2003) to a known 
quantity of seeds and comparing post-exposure germination rates to a control. Studies of damage 
prevalence also pose difficulties. First, reproductive organs are often shorter lived and more variable 
in seasonal production than stems and leaves (McCall & Irwin, 2006). Thus, frequent surveys are 
required throughout the reproductive period, especially since certain periods (e.g. flowering) where 
damage is conspicuous may only last a few days. Second, differentiation between damage to specific 
reproductive structures is challenging, particularly as consumers may damage multiple structures 
simultaneously. Furthermore, damage to different reproductive structures, such as anthers v. 
calyxes, do not equally affect a plant’s reproductive abilities. Collectively, this makes damage surveys 
of reproductive organs inadvisable at a community level without a high degree of expertise. It is thus 
advised that damage prevalence of reproductive structures be quantified at a population level only 
for species with known and observable damage symptoms. 

 

Interpretation 

When assessing foliar damage on a single host species, foliar enemy damage can be quantified by 
calculating damage severity at the plant species level as the average percentage area damaged per 
leaf. However, because total leaf area varies among plant species, it is inadvisable to compare 
damage severity among multiple plant species within a community. Instead, severity can be scaled 
up to the community level for among-host and cross-community comparisons by calculating the 
community load, which weights damage severity by each plant species’ abundance (Mitchell et al., 
2002): 

6 = 	∑ 8,9,-
,:;
∑ 9,-
,:;

 

where n is the number of species surveyed, si is the damage severity in the ith species, and ai is the 
abundance (e.g. cover, biomass) of the ith species. Observed increases in damage severity along a 
gradient or in response to experimental treatments indicate increased transmission, which could be 
attributed to factors such as increased host susceptibility or increased abundance or propagule 
supply of the damaging agent (Keesing et al., 2010). Increases in community load indicate a shift in 
plant host composition towards more competent host species. However, changes in community load 
have complicated relationships with plant host richness, where competing mechanisms may result in 
increased host richness either diluting damage severity (Liu et al., 2016) or amplifying it (Halliday et 
al., 2017b). 
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Where to start 

Halliday et al. (2019), Kozlov & Zvereva (2017), Mitchell et al. (2002), Mordecai (2011), Parker et al. 
(2015) 

 

4.14.2 Special cases, emerging issues, and challenges 

Species identification of fungal pathogens may be possible in some cases with laboratory microscopy 
and taxonomic expertise (Liu et al., 2016); otherwise it requires more arduous and costly culturing 
and sequencing techniques. The identification of microbial species from disease symptoms is 
challenging. High-throughput sequencing can be used to identify operational taxonomic units (OTUs) 
in various plant organs, but distinguishing pathogenic from non-pathogenic OTUs is difficult (Turner 
et al., 2013). For fungal species, fungal colonies can be cultured from diseased plant-organ fragments 
and fungal mycelia can be subsequently subjected to DNA sequencing and identified through 
comparison to sequences obtained from known pathogens (Hersh et al., 2012; Nguyen et al., 2016). 
However, care must still be taken in assigning pathogenic status to these fungi, as non-pathogenic 
organisms (e.g. saprotrophs) may be associated with observed diseases. Assigning pathogenic status 
to a single organism with confidence requires fulfilling several conditions derived from Koch’s 
postulates (Plowright et al., 2008). Even then, some pathogens may remain latent within host tissue 
long before exhibiting disease symptoms (Photita et al., 2004). 

Likewise, invertebrate communities require extensive effort for sampling using vacuum suction, 
sweep-netting, and pitfall traps (see protocol 4.11 Macroinvertebrate community composition), 
along with high taxonomic expertise (Siemann, 1998). Functional group identification based on 
damage type may be more practical when either high effort or taxonomic expertise is not an option 
(Table 4.14.1). However, quantifying enemy species richness from observed damage is inadvisable 
because, first, different enemies may cause highly similar damage symptoms (Kozlov et al., 2016) and 
second, differences in sampling efforts between plots due to differences in plant species richness can 
strongly misrepresent estimates of enemy richness and require site-based rarefaction (Halliday et al., 
2017b). 

Assessing the severity and prevalence of belowground plant enemies is highly challenging despite the 
importance of plant–soil feedbacks in structuring plant communities (Mordecai, 2011). Current 
alternative approaches include growing plant species in soil that was previously cultivated by 
conspecifics and comparing performance to soils cultivated by other species (Kulmatiski et al., 2008). 
This approach can only measure aggregate effects, meaning that potential effects of soil enemies can 
be masked by soil mutualists. A second approach is to leverage recent advances in sampling the soil 
microbial community (see protocol 4.9 Soil microbial community composition) and use developing 
techniques to separate organisms into functional groups that are pathogenic (Aguilar-Trigueros et al., 
2014). Even then, this cannot be fully confirmed without rigorous fulfilment of a set of criteria such 
as Koch’s postulates or some variation thereof (Plowright et al., 2008). In the case of root herbivores, 
the effects of herbivory may be experimentally manipulated by simulating damage (Zvereva & 
Kozlov, 2012) or by manipulating herbivore densities (Kozel et al., 2017). 

 



Halbritter et al. (2020) The handbook for standardised field and laboratory measurements in terrestrial climate-change 
experiments and observational studies (ClimEx). Methods in Ecology and Evolution, 11(Issue) Pages. 

 

S373 
 

Table 4.14.1 List of plant enemy types and descriptions of most apparent types of damage. Table adapted from ICP-forests 
protocol. 

Class Description Picture 
CAUSAL AGENT - MICROBES 

Leaf spot  Small round spots appearing on 
leaves. Fungal or bacterial. 

 
Photo: Erin Mordecai 

Powdery mildew White, powdery spots that appear 
on leaves and stems. Fungal. 

 
Photo: Anna-Liisa Laine 

Downy mildew Yellow patches on the leaf surface 
that expand and turn brown. 
Spores are visible under 
magnification. Fungal. 

 
Photo: Yawen Lu 

Rust Yellow to red hair-like structures 
covering leaves and stems. Often 
easily rubbed off with fingers. 
Fungal. 

 
Photo: Kayleigh O’Keefe 
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Blight A general term for lesions that 
cause rapid chlorosis which 
expands and may eventually cause 
necrosis. Fungal, bacterial, or viral. 

 
Photo: Xiang Liu 

CAUSAL AGENT - INVERTEBRATES 
Skeletonised/ 
scraping 

Removal of leaf epidermal tissue, 
causing sections of the leaf to 
appear translucent. 
(Image is of leaf with backlight to 
help identify damaged areas) 

 
Photo: Isabel Barrio 

Chewing Missing segments of leaf either as 
sporadic spots across the leaf or 
large sections. 

 
Photo: Isabel Barrio 

Galling Abnormal growths on plant tissue. 

 
Photo: Isabel Barrio 
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Mining Visible, unbroken trail on the leaf 
surface, often moving erratically. 

 
Photo: Isabel Barrio 

 

4.14.3 References 

Theory, significance, and large datasets 

Kozlov et al. (2015a), Mitchell et al. (2003), Mordecai (2011), Nguyen et al. (2016) 

 

More on methods and existing protocols 

ICP Forests protocol (Eichhorn et al., 2016) 
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4.15 Vertebrate herbivory 
Authors: Speed JDM1, Barrio IC2, Ravolainen VT3 

Reviewers: Te Beest M4,5 & Wilfahrt P6 

 

Measurement unit: various (see below); Measurement scale: site to plot (herbivore presence), plot 
to individual (herbivore damage); Equipment costs: €–€€; Running costs: €; Installation effort: low; 
Maintenance effort: low; Knowledge need: medium; Measurement mode: manual  

Vertebrate herbivory can have dramatic impacts on ecological dynamics at the scale of individual 
plants, populations, communities, and ecosystem functioning. Herbivore impact on vegetation can 
be either direct through biomass removal (including grazing, browsing, uprooting, bark stripping) and 
trampling or indirect through, for example, altered nutrient cycling, vector (e.g. seed) dispersal, 
disturbance, and changed competitive environments. Herbivory is nearly omnipresent across the 
world’s ecosystems (Burkepile & Parker, 2017) and its impact on vegetation and ecosystems can 
outweigh that of climatic change (Post & Pedersen, 2008). However, climate-change studies often fail 
to quantify herbivory, even though this can be a confounding effect of climatic manipulations. 

Assessments of vertebrate herbivory must account for spatial and temporal variation (Austrheim et 
al., 2011) and may be scale dependent (Senft et al., 1987). Vertebrate herbivores themselves 
respond directly to environmental change, for example by changing their behaviour, movement 
patterns, or population dynamics. However, when manipulating environmental change in 
experiments, treatments may inadvertently affect the activity of vertebrate herbivores, for example, 
open topped chambers can operate as partial exclosures of vertebrate herbivores (Post & Pedersen, 
2008). Assessing vertebrate herbivory is therefore important to avoid confounding effects in climate-
change and other environmental manipulation experiments and should be carried out at both site 
and plot scales. Assessing vertebrate herbivory is also valuable within observational studies. Different 
species of herbivore can have distinct impacts on ecosystems (e.g. van der Plas et al., 2016); 
therefore it can be useful to identify vertebrate herbivores to species, or group, where possible. 

 

4.15.1 What and how to measure? 

Vertebrate herbivory typically manifests as the removal of plant tissues or organs and can be 
measured through signs of tissue or organ removal (incidence of shoots or leaves with signs of 
grazing, browsing, or other types of herbivory) or estimates of biomass removal. However, because 
vertebrate herbivory is often difficult to detect due to complete removal of individuals, it is often 
recorded using signs of herbivore presence or activity (e.g. faecal densities, trampling, or disturbance 
signs). The presence or activity of herbivores should be assessed at a site level, while plant tissue 
removal is most commonly measured at a plant level, or in small sampling plots. 

 

Herbivore presence or activity 

The presence, density, and species composition of vertebrate herbivores is most commonly 
estimated through indirect assessments of faecal (dung) densities (Figure 4.15.1). These often 
correlate well with herbivore densities and herbivore species can be identified from the dung 
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(Putman, 1984): many region-specific field guides to identifying animals from tracks and signs exist. 
Comparisons across sites with different herbivore assemblages are challenging because the identity 
and relative abundance of different herbivore species can lead to distinct impacts on vegetation. 
However, indices of “herbivore pressure” can be approximated based on metabolic requirements of 
each species, as a way to make comparisons at broader spatial scales (Austrheim et al., 2011). For 
large herbivore species, regional density data may be available (e.g. livestock or hunting statistics) for 
the study sites, but given the spatial and temporal scale hierarchies of herbivory (Senft et al., 1987) 
these are often of incorrect spatial or temporal resolution (Bernes et al., 2015). 

 
Figure 4.15.1 Faeces of herbivores, like those of A) hoary marmots (Marmota caligata), B) pink-footed goose (Anser 
brachyrhynchus), or C) reindeer (Rangifer tarandus) can be used to infer the presence or activity of herbivores. Photos: 
Isabel C Barrio 

Faecal densities, typically estimated as densities of pellet groups, can be estimated along line 
transects (e.g. Cromsigt et al., 2009) or by area (e.g. quadrat) approaches (e.g. Ims et al., 2007). 
Observer bias (Jenkins & Manly, 2008) and detection probabilities (Marques et al., 2001) should 
ideally be accounted for. Care should be taken that the spatial scale is appropriate given the ecology 
of the plant–herbivore interactions in consideration, relative to the size of the environmental-
manipulation study plots. For example, some herbivores are likely to have an impact at a scale larger 
than the experimental plots, such as wide-ranging animals. In these cases, recording herbivore 
presence at the site level is desirable, because herbivory might be spatially variable and thus more 
difficult to detect in smaller plots. If the interest of the study is in assessing temporal (e.g. inter-
annual) variation in herbivore densities in a certain area, permanent plots or transects can be 
marked, where faecal pellets are removed during each visit. 

Care should be taken in the interpretation of faecal densities at smaller spatial scales since dung and 
feeding localities become decoupled within daily ranges (with higher faecal densities at, for example, 
rest sites). Dung densities estimate defecation rates, not necessarily herbivory rates since defecation 
may vary with season, diet, etc. Furthermore, there is a need to account for dung decay that varies 
with dietary and environmental factors (Marques et al., 2001): this may be achieved using 
measurements of dung decomposition under field conditions (e.g. Sitters et al., 2014) or repeated 
visitation of the same pellet groups (Tsaparis et al., 2009). Dung detection can also vary across 
different sized species, with a lower chance of detecting pellets of smaller species, or across different 
habitat types, with a lower chance of detecting dung in denser (ground) vegetation. 

A number of other approaches can be used to estimate herbivore presence and densities. These 
include direct detection of herbivores using camera traps (Brodie et al., 2012) including adaptations 
for rodent herbivores and subnivean activity (Soininen et al., 2015). Camera traps are more effective 
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to monitor visitation than pellet counts, particularly for species with smaller pellet sizes and closely 
related species, such as co-occurring deer species (Pfeffer et al., 2018). In addition to these, indirect 
signs of herbivore presence or activity can be used to record herbivore activity. These include track 
plots (Lyra-Jorge et al., 2008) or trampling indicators that detect passage of animals, or the presence 
of rodent runways, winter nests, or latrines (Sutherland, 2006). Indirect indicators can, in the same 
way as dung surveys, be quantified along transects or using area approaches. More labour-intensive 
and direct methods such as live-trapping or direct observations can also be applied where conditions 
allow, taking care to standardise effort between treatments. For live-trapping, this involves 
standardising the number of traps, bait amount (if used), and duration of trapping period. For direct 
observation this involves standardising duration of observation, with ideally the same observer 
between sites. In all cases, these parameters should be reported in the methods. 

In some cases, signs of herbivore presence are not easily assigned to a certain herbivore species, or 
they may only give an indication of relative abundance, for example when quantifying indirect signs 
of herbivore presence: nevertheless, this information is valuable to approximate “herbivore 
pressure” at each site and may provide at least some qualitative information for comparisons across 
sites. 

 

Plant damage 

While herbivore presence indicates the 
potential for impacts of vertebrate 
herbivores on vegetation and ecosystems, 
direct measurements of herbivory are 
more valuable in assessing how herbivores 
have affected individual plants. Since 
herbivory involves the removal of plant 
tissues, this requires assessment of plant 
parts that are no longer present. This 
tends to be simpler in practice for woody 
plant species than for herbaceous plant 
species. Exclusion of herbivores is one of 
the most direct ways of assessing the 
amount of biomass removed by the 
animals. Often, using size-selective 
exclosures is the only possible option to 
separate between different size classes of 
herbivores (Kartzinel et al., 2014). 

For woody plant species, browsed shoots 
can be observed in the field (Figure 
4.15.2). Browsing pressure is generally 
assessed as the proportion of shoots that 
have been browsed. Depending on the 
shoot structure of the plant species all 
shoots can be assessed, or in the case of 

Figure 4.15.2 Direct browsing signs in boreal forest ecosystems. A) 
Alces alces browsing on Picea abies and B) rodent gnawing on small 
stems of Sorbus aucuparia. Photos: Anders L. Kolstad 
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many shoots (e.g. over 100), a subsample, for example every third shoot (Bilyeu et al., 2007). It is 
possible, in some cases, to distinguish herbivore species (or functional groups) on the basis of the 
browsing marks since these relate to herbivore dental morphology. The location of browsing signs 
relative to height and shoot diameter can also be used to partition browsing between herbivore 
species, although factors such as snow depth also need to be taken into account. Damage to plant 
parts also depends on plant defensive strategies (see protocol 4.16 Functional traits). Two main 
factors determining plant structural defence include leaf dimensions and spinescence (see Pérez-
Harguindeguy et al., 2013). A recently developed bite size index measures both dimensions 
simultaneously by using human bites as a proxy to simulate the bite size of a medium-sized 
mammalian herbivore (Charles-Dominique et al., 2015). 

Grazing on herbaceous vegetation can also be assessed as the proportion of shoots grazed or by 
quantifying grassland heterogeneity as a proportion of short grass (e.g. Cromsigt & Te Beest, 2014). 
Here, however, it is rarely possible to distinguish herbivore species from grazing marks. These 
methods are less robust due to the potential for whole organs to be removed and the difficulties in 
observing grazing signs. As such, herbivore exclusion is the recommended approach for assessing 
herbivore impacts on herbaceous vegetation, although this would require additional experimental 
plots. 

Timing is crucial for assessing tissue removal by herbivores since browsing and grazing marks become 
less visible as time since the event increases. Grazing signs are particularly transient. Repeated 
assessments are therefore recommended, with a minimum frequency of annually for browsing and 
monthly for grazing. 

 

Camera trap installation 

Most approaches for quantifying herbivore densities or herbivory require no prior installation of 
equipment other than permanent marking of plots or transects if repeated visits are planned, or 
installation of fences, exclusion cages, or track plots. An exception is the use of automatic trail 
cameras, also known as wildlife cameras or camera traps, to assess the presence and species of 
herbivores (Figure 4.15.3). The use of camera traps in ecological monitoring has greatly increased in 
recent decades (Ahumada et al., 2011; Meek et al., 2014) and cameras are now widely available from 
a number of manufacturers and for a range of budgets. Placement and installation will depend on 
the specific research questions. Most studies stress the importance of adequate sampling effort for 
adequate community-level inferences (Hamel et al., 2013; Cusack et al., 2015). Cameras are usually 
installed by attaching them to nearby trees or posts, but the height and orientation of the camera 
(horizontal or perpendicular to the ground) should be considered as they will maximise detection of 
species of different body size (Tobler et al., 2008; Glen et al., 2013). Most models allow the user to 
set detection levels, number of photos in a burst, or video recording, and some units can use mobile 
telephone networks to send images. Maintenance will depend on the battery life and image storage 
capacity of the unit deployed, but this is becoming less of an issue nowadays. The occurrence of false 
positive (camera triggered but not by target) and false negative images (camera not triggered by 
herbivore) needs to be considered (see e.g. Newey et al., 2015 for further details). Motion-triggered 
settings are more affected by weather, as extremes in temperature or motion caused by wind will 
increase false positives. The use of time-lapse rather than motion-triggered cameras can overcome 
the problem of false negatives (Hamel et al., 2013), and the use of time-lapse at short intervals has 
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been recommended to optimise detection rates. Images require careful visual assessment to identify 
herbivores within images (to species level and to separate from other animals in the image). 
Detection rates can be interpreted as a proxy of the intensity of herbivore pressure over a given area 
or time. 

 
Figure 4.15.3 Images from camera traps: A) White rhino (Ceratotherium simum), B) African buffalo (Syncerus caffer), and C) 
zebra (Equus quagga), which can be used to monitor herbivore presence, densities, and/or activity. Photos: Joris PGM 
Cromsigt and Elizabeth le Roux. 

 

Where to start 

Faecal counts: Marques et al. (2001), Putman (1984); camera trapping: Meek et al. (2014); plant 
damage: Bilyeu et al. (2007) 

 

4.15.2 Special cases, emerging issues, and challenges 

Some species of herbivore show specific activities or behaviours that will have unique impacts on 
vegetation, for example digging by burrowing species (Huntly & Reichman, 1994), grubbing and 
uprooting by wildfowl (Speed et al., 2009) or suidae (Bueno et al., 2009), and bark stripping by some 
ungulates (Gill, 1992). Quantifying these types of activities, most commonly through transect or area 
approaches as outlined for other herbivory signs above, can give additional information on herbivore 
use of an area. Metabarcoding and other environmental DNA techniques are becoming more 
common approaches for the identification of plant species eaten by herbivores based on faecal 
samples or the identification of herbivore species themselves through DNA retained on bite marks 
(Nichols et al., 2015). 

 

4.15.3 References 

Theory, significance, and large datasets 

Burkepile & Parker (2017), Post & Pedersen (2008), Senft et al. (1987) 

 

More on methods and existing protocols 

Bilyeu et al. (2007), Glen et al. (2013), Pfeffer et al. (2018) 

ITEX herbivory protocol (tundra habitat specific): 
http://herbivory.biology.ualberta.ca/files/2016/11/itex-herbivory-protocol_2016.pdf 

A B C 
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4.16 Functional traits 
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Trait-based ecology has seen a steady rise in recent decades by helping explain patterns of how 
organisms affect and mediate ecosystem processes and functioning (Violle et al., 2007; de Bello et 
al., 2010). Functional traits are morphological, physiological, or phenological features measurable at 
the individual level that link an individual’s performance to its biotic and abiotic environment (Webb 
et al., 2010). Plant functional traits are particularly well-studied and traits such as relative growth 
rate, leaf stoichiometry, and photosynthetic rate can yield mechanistic insights into demographics, 
species interactions, and ecosystem processes (Wright et al., 2004; Pérez-Harguindeguy et al., 2013; 
Díaz et al., 2016). Incorporating traits into climate-change studies can greatly increase our ability to 
understand how plants and other organisms mediate changes to both the physical and biotic 
environment. 

Pérez-Harguindeguy et al. (2013) compiled an extensive overview with protocols for measuring plant 
traits and we do not replicate that effort here. Rather, we discuss how traits should be incorporated 
into climate-change studies, highlight traits that are most likely to be useful (Table 4.16.1), and direct 
readers to the handbook by Pérez-Harguindeguy et al. (2013) for instructions on how to measure 
them. Although we focus on climate-change studies in this protocol, many of the traits mentioned in 
this section are also relevant for other global-change studies on topics such as land-use change 
(Garnier et al., 2006), invasive plants (Drenovsky et al., 2012), and disturbance (Mouillot et al., 2013). 
While the trait handbook gives a broad coverage, there are potentially important suites of traits that 
are not covered here, for example floral traits important for pollination (see Hegland & Totland, 
2005; Pellissier et al., 2010). and plant modularity (Klimešová et al., 2019). We also encourage 
readers to consult the stress physiology section, which provides protocols for additional growth- and 
stress response-related plant traits that are highly relevant to global-change studies (see Chapter S5). 
We also provide a short overview of trait ecology and databases for other organisms than plants (see 
below). 

Traits can be broadly partitioned into two groups: response traits that relate to how community 
structure and diversity are affected by environmental factors and effect traits that drive changes in 
ecosystem functioning (Lavorel & Garnier, 2002; Suding et al., 2008; Funk et al., 2017). Often traits 
can fall into either category, with the focus of the study defining how they are used. Response traits 
facilitate predictions of how communities will change with climate change and can be studied both 
through extant communities along climatic gradients (Guittar et al., 2016) and as species turnover 
from climate-change experiments (Hudson et al., 2011). Effect traits facilitate an improved 
understanding of the underlying processes of ecosystems properties such as carbon and water 
dynamics (Pappas et al., 2016). Combined, trait-based approaches can lead to important insights of 
the causes and consequences of changing plant communities in response to climate-change and 
other global-change factors. 

A second important partition to consider for trait-based studies is the relative importance of inter- 
and intra-specific trait variability. A global meta-analysis of plant communities revealed that, on 
average, intraspecific variation accounted for 25% of the variation within communities, but this 
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ranged from 2% to 67% for different traits (Siefert et al., 2015). Generally, the relative importance of 
intraspecific variability decreases as the geographic scale of study increases (Albert et al., 2011): the 
magnitude of contribution is also habitat specific, with intraspecific trait variability being relatively 
greater in species-poor and colder habitats (Siefert et al., 2015). Thus, we recommend strongly that 
researchers collect trait data from within their own study area, although this relaxes for studies 
focused on broad-scale geographic variation or traits that are known to be relatively non-plastic (e.g. 
wood density). For robust inference, it is recommended to sample as many species as possible, 
although the most abundant species should be prioritised and, as a rule of thumb, an acceptable 
coverage is achieved by sampling the species representing 80% or more of the relative abundance at 
the plot scale (Pakeman & Quested, 2007). Typically, at least five individuals per species per sampling 
unit (experimental plot, site, or species, depending on the research question and trait data resolution 
of the particular study) should be sampled (see Appendix 1 of Pérez-Harguindeguy et al., 2013). 

 

4.16.1 What and how to measure? 

Gold standard 

We recommend sampling traits in situ, and, in the case of experiments, within each of the 
experimental treatments and controls (i.e. at the plot scale), with at least five measurements per 
species per site/plot. For community-focused research, measure the most abundant species that 
together represent 80% or more of the total community abundance per plot (Pakeman & Quested, 
2007). Abundance may be determined by cover, biomass, or other metrics appropriate for the study 
(see protocol 4.8 Plant community composition and 2.1.1 Aboveground plant biomass). If you are 
specifically interested in certain species, in the rare species, and/or in biodiversity issues, you may 
need higher numbers of species and/or all plots or treatments where a particular species is present. 

For protocols on how to measure these traits, see Pérez-Harguindeguy et al. (2013). Traits that are 
especially relevant for climate-change research are presented in Table 4.16.1. 

 

Bronze standard 

When traits cannot be collected in situ for all treatments, species trait data can be collected from 
site-level sampling, or they can be complied from other sources. Several open-source trait databases 
exist that provide functional traits for a large number of plant species (TRY – Kattge et al., 2011; BIEN 
– Enquist et al., 2016; TTT – Bjorkman et al., 2018). When using traits from such databases, it is highly 
recommended to select trait values from individuals sampled under as similar as possible conditions, 
habitat(s), and climate(s) to the current study site (Cordlandwehr et al., 2013). When traits are 
collected in situ, it is highly recommended to add the trait data to these global repositories to aid 
further empiricial studies, meta-analyses, and ecological modelling (Gallagher et al., 2019). 

 

Interpretation 

The most common metric used in trait-based studies is the community weighted mean. This 
combines the relative abundance of species with their trait value and provides a central tendency of 
a community-trait score (Funk et al., 2017). De Bello et al. (2011) provide methods for decomposing 
the variance contributions of inter- v. intra-specific variation to community weighted means. 
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However, focusing solely on single-trait means may miss important trends in the data and additional 
moments such as variance, skewness, or kurtosis may be used to infer processes such as stability or 
the relative strengths of environmental filters v. biotic interactions (Enquist et al., 2015). Additionally, 
a variety of tools have emerged to calculate multivariate trait indices such as functional richness and 
evenness, which can lend greater support to inferences on the processes structuring communities 
(Villéger et al., 2008). 

 

Where to start 

Enquist et al. (2015), Funk et al. (2017), Pérez-Harguindeguy et al. (2013), Violle et al. (2012) 

 

4.16.2 Special cases, emerging issues, and challenges 

Currently, existing trait protocols and databases for plants do not include cryptogams. Nonetheless, 
there have been advances in developing trait protocols for cryptogams such as bryophytes and 
lichens (Cornelissen et al., 2007; St. Martin & Mallik, 2017) and soil crusts (Mallen-Cooper & Eldridge, 
2016). While no large database has been developed, there have been renewed calls for the 
integration of cryptogram trait ecology into plant-based trait studies (Deane-Coe & Stanton, 2017; St. 
Martin & Mallik, 2017). 

Trait-based ecology has proliferated in many non-plant taxa as well, offering substantial value to 
climate-change studies. However, given the increased trait specialisation across and within the other 
organismal domains, we do not cover any other taxa in detail here. Considerations of response and 
effect traits and inter- and intra-specific variability also apply to non-plant taxa. The availability of 
trait databases is highly variable across guilds of species and include the PanTHERIA database for 
mammals (Jones et al., 2009), an amniote database for birds, reptiles, and mammals (Myhrvold et al., 
2015), the GlobalAnts database that includes both abundance and trait data linked to local 
assemblages (Parr et al., 2017), and the FUNGuild database which has begun classifying fungal 
operational taxonomic units identified by high throughput sequencing into functional guilds (Nguyen 
et al., 2016). This is not a comprehensive list of trait databases (many databases exist for aquatic 
organisms), and regional scientific societies often curate their own such databases for a variety of 
organisms. 

In line with the goal to make climate change experiments more compatible, data more available, and 
science more transparent, we encourage the same mentality with newly collected trait data. One 
opportunity is through the Open Traits Network (Gallagher et al., 2019), which fosters an 
international alliance of researchers and institutions working towards open data and workflows to 
improve the way we work with functional traits. 
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Table 4.16.1 Selected traits from Pérez-Harguindeguy et al. (2013) that may be of particular value for climate-change research with their relevance as response or effect traits, and links to 
relevant internal protocols. Other traits not listed here may still be situationally informative. Note that Pérez-Harguindeguy et al. (2013) does not cover the full range of  traits. 

Trait name Description Relevance to climate change studies Relevant protocols 
Whole plant    

Life history and 
maximum plant lifespan 

Classification (annual, biennial, 
perennial) or quantification of plant 
life span  

Effect: Distinguishing between dominant life-history categories, e.g. 
perennial or annual, informs carbon and nutrient cycling and expected 
rate of species turnover. Decreases or increases in life span affect these 
rates 

4.3 Plant demography 

Plant height Maximum vegetative height of free-
standing, mature individual 

Response: Indicates position in vertical light gradient, competitiveness 
for light capture, growth potential  
Effect: Used in allometric equations for estimating biomass 

2.1.1 Aboveground plant 
biomass 

Spinescence Quantifies type, size, and density of 
spines, prickles, and thorns 

Response: Indicator of vertebrate pressure on plants 4.15 Vertebrate herbivory 

Leaf area:sapwood area 
ratio 

Capacity for water transport and 
mechanical strength 

Response: Balance between transpiration and stem water supply 
Effect: Indicates potential for transpiration 

3.7 Sap flux 

Root-mass fraction Proportion of plant dry mass found 
in roots  

Response: Indicates plant strategy for belowground foraging. Increase 
may indicate nutrient-poor soils, BUT can also occur in nutrient-rich sites 
where competition is high 

2.1.2 Belowground plant 
biomass 

Relative growth rate and 
components 

Increase in relative size of plant 
across a defined time interval. Can 
be separated into leaf, stem, and 
root mass components 

Response: Increases or decreases to vital rates may indicate shifts in 
competitive dominance. Separation into components indicates trade-offs, 
e.g. between aboveground and belowground allocation strategy 
Effect: Growth rate determines rate of carbon sequestration and nutrient 
cycling 

2.1.1 Aboveground plant 
biomass 
4.3 Plant demography 

Water-flux traits Plant stature on hydrological fluxes 
external to plant (e.g. free 
throughfall, retention followed by 
evaporation, stemflow) 

Effect: Impacts hydrologic cycle of system 3.8 Ecosystem water stress 

Leaf    

Specific leaf area (SLA) Leaf area (fresh) divided by dry mass Response: Higher values indicate resource-acquisitive strategies; lower 2.1.1 Aboveground plant 
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(LMA, leaf mass per area, is simply 
inverse of SLA).  
Part of leaf economic spectrum 

values indicate resource-conservatism 
Effect: When leaves are collected in a known area, the dry mass 
multiplied by total SLA gives the leaf area index (LAI), a useful parameter 
in modelling productivity and water stress 

biomass 
3.8 Ecosystem water stress 
See Breda (2003) for more 
information on measuring LAI 

Leaf dry-matter content Leaf dry weight divided by water 
saturated fresh weight 

Response: Negatively correlated to relative growth rates and resource 
capture and usage. Similar to SLA, but independent of leaf size 
Effect: Negatively correlated to litter decomposition rates 

 

pH of green leaves or leaf 
litter 

pH of green or senesced leaf tissue 
(generally yield the same values) 

Response: Positively related to palatability and digestibility to herbivores 
Effect: Persists in leaf litter, affecting decomposition rates 

 

Leaf N and P 
concentration 

Total amount of N or P per unit of 
leaf dry mass 

Response: Positively correlated with growth rates and nutritional quality 
for consumers 
Effect: Single or co-limitation may limit primary production 

2.1.6 Foliar stoichiometry and 
resorption protocol 

Light-saturated 
photosynthesis 

Carbon dioxide assimilation with full 
light 

Response: Positively correlated to resource acquisition capacity 
Effect: Relates to biomass accumulation and carbon sequestration 

2.1.3 Leaf-scale photosynthesis 

Leaf dark respiration Measure of basal metabolism and 
rough correlate to night-time 
respiratory carbon flux 

Response: Sensitive to rises in temperature, related to resource 
acquisition-conservatism 
Effect: Determines net primary production, which is the difference 
between photosynthesis and respiration 

2.1.4 Plant respiration 

C-isotope composition 
(water-use efficiency) 

Analysis of 13C:12C indicates ratio of 
photosynthesis to transpiration 

Response: May indicate inter- and intra-specific shifts in water-use 
efficiency in plants in response to environmental change 
Effect: Traces where carbon is allocated during CO2 uptake 

2.2.3 Soil CO2 (and other trace 
gas) fluxes 

Electrolyte leakage (frost 
sensitivity) 

Cell membranes ruptured following 
frost damage reduces retention of 
solutes 

Response: Sensitivity to frost damage may explain how species sort along 
thermal gradients or probability of a species to withstand frost events 

 

Leaf water potential Indicates status of water in leaf by 
measuring pressure required to 
induce leaf water loss 

Response: Can quantify drought tolerance across individuals, 
populations, or species 
Effect: Can indicate soil water potential when measured pre-dawn. Night-
time transpiration or xylem cavitation may disrupt this equilibrium 

3.4 Soil water potential 

Litter decomposability Mass loss of leaves or litter Response: Influenced by temperature and microbial activity 2.2.6 Litter decomposition 
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contained in litter bags Effect: Differing rates of decomposition results in different rates of CO2 
and nutrient release 

Stem    

Stem-specific density Volume of fresh stem biomass 
divided by dry mass   

Response: May indicate changes in water availability, pressure from 
consumers, resistance to disturbance events  
Effect: Critical for carbon storage. Often used in allometric equations to 
estimate biomass 

2.1.1 Aboveground plant 
biomass 

Xylem conductivity Ability to move water from soil to 
leaves; measured by rate of water 
flow per xylem area and per unit 
gradient of pressure 

Response: Low conductivity leads more rapidly to drought-induced leaf 
damage 
Effect: High conductivity increases transpiration rates 

 

Vulnerability to 
embolism 

When air gets into xylem tissue, it 
rapidly expands and blocks water 
flow. Measured by building a xylem 
conductivity curve 

Response: Positively related to mortality risk during drought (i.e. 
inversely correlated with drought tolerance) 

 

Belowground    

Specific root length Ratio of root length to root dry mass  Response: Higher values are associated with more rapid nutrient uptake 
ability but decreased root longevity  

2.1.2 Belowground plant 
biomass 

Root-system morphology Primarily defined by three 
components: depth, lateral extent, 
and exploration intensity (fine-root 
biomass per unit soil volume). These 
can be further refined into 
parameters at different soil depths 

Response: Indicative of the resource space where plants forage for soil 
nutrients, and the competitiveness of areas where they do (intensity) 
Effect: The distribution of root biomass at different depths is a useful trait 
for modelling productivity and water stress 

2.1.2 Belowground plant 
biomass 
3.8 Ecosystem water stress 

Regenerative    

Dispersal syndrome Categorical trait detailing main 
vector of dispersal 

Response: Turnover at the community level may indicate possible 
dispersal limitations or explain recent invasions  

4.7 Propagule rain 

Dispersule size and shape Dry mass and variance of length, 
width, and thickness of dispersule 

Response: Dispersule size is related to seed-bank persistence and 
therefore long-term community recruitment dynamics 

4.6 The soil seed bank (buried 
seed pool) 
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(i.e. seed and associated structures) 

Seed mass Dry mass of seed without associated 
structures (e.g. fruit) 

Response: Indicates parental investment per unit offspring. Higher seed 
mass may confer initial stress tolerance to seedlings, lower seed mass 
allows more offspring per unit energy investment and often longer 
individual seed persistence  

4.6 The soil seed bank (buried 
seed pool) 

 



Halbritter et al. (2020) The handbook for standardised field and laboratory measurements in terrestrial climate-change 
experiments and observational studies (ClimEx). Methods in Ecology and Evolution, 11(Issue) Pages. 

 

S395 
 

4.16.3 References 

Theory, significance, and large datasets 
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